ECES531 Spring 2013 Quiz 13

Your Name: SolUuT!on

Instructions: This quiz is worth a total of 100 points. The quiz is open book and open notes.
You may also use a calculator. You may not use a computer, phone, or tablet. Please show your
work on each problem and box/circle your final answers. Points may be deducted for a disorderly

presentation of your solution.

1. 40 points. Suppose you have a binary detection problem with hypotheses given as

Ho : signal is absent (Y = W)
H, : signal is present (Y = as+ W).

where the signal vector s and the scalar amplitude a are both known and W ~ AN(0,0%1)
with 2 > 0 unknown. In other words, the only unknown parameter here is o2. Suppose
someone proposes the decision statistic
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Is this decision statistic CFAR? Explain.

2. 60 points. In Kay vol. IT problem 9.7, Kay derives the GLRT decision statistic (using Kay's
notation) as

Lo(e) = P Aot M) (&_3)”’2
with
52 = %xTa:
&2 = %( —HA)(z- HA)
A=(H"H)'H z and
H=[+1,-1,+1,-1,...]7.

Note that this problem can also be solved with Theorem 9.1. Use Theorem 9.1 to confirm
Kay’s solution is correct. Hint: Equation (9.13) relates Lg(z) and T(x).



E) To test o~ CFAR) ve can Check geude Imvariance
—_— asTy -
(ay) = 222 - 1y = Tly) v’
{5 2ha* (%smy

Jo ASSue a>0 here because & wou ld

it i ok
e Sondlard Aeviatér of twe nowse (a=a).

repr\ewva"

N’lvs we will use Kay's notechow, herte ...
Frovm (GM'S), we have
_ N- %A
)= M (Lgl)" - )
(N~\)( 72 ") - ("‘")(——-g_r‘?:_“
ﬁ(N..\) (-%X"x 7,‘5 (x—HMV»«-Hﬁ))
}f('{ (x-HA)T (x—HA)
W—-)K*Q«TH; _ AHTHA )

= (N-O(
YT — 2xTyA +AHTHA

p:r‘::\

/

Nete A= (HTH )"HT')( | so | |
Tix) = (N ﬂ( L CTHY T = T H (HTH) I G T
) xTx = ZxTH(KTH)"H™x + XTH (+70) THTH (P o
= /nA) ( XTH(HTH)TH X >
Rip= wTHHTH )T
xT Py %

T e %
= (N- < x = (NY) —
) AT( TPy ) > (k)
whidh VS5 e)@.cf"b ‘\V\ e ’erm o@ ’hA&o/ﬂM 9. 1 (AS Seen in
: exampe 4.3 )

when A=T ond b=0.



