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Fundamental Bounds on the Age of Information in
Multi-Hop Global Status Update Networks

Shahab Farazi, Andrew G. Klein, and D. Richard Brown III

Abstract: This paper studies the “age of information” in a gen-
eral multi-source multi-hop wireless network with explicit channel
contention. Specifically, the scenario considered in this paper as-
sumes that each node in the network is both a source and a mon-
itor of information, that all nodes wish to receive fresh status up-
dates from all other nodes in the network, and that only one node
can transmit in each time slot. Lower bounds for peak and av-
erage age of information are derived and expressed in terms of
fundamental graph properties including the connected domination
number. An algorithm to generate near-optimal periodic status up-
date schedules based on sequential optimal flooding is also devel-
oped. These schedules are analytically shown to exactly achieve the
peak age bound and also achieve the average age bound within an
additive gap scaling linearly with the size of the network. More-
over, the results are sufficiently general to apply to any connected
network topology. Illustrative numerical examples are presented
which serve to verify the analysis for several canonical network
topologies of arbitrary size, as well as every connected network
with nine or fewer nodes.

Index Terms: Age of information, explicit contention, graph theory,
multi-hop, multi-source, peak and average age.

I. INTRODUCTION

INFORMATION freshness is of critical importance in a vari-
ety of networked monitoring and control systems such as in-

telligent vehicular systems, channel state feedback, and environ-
mental monitoring as well as applications such as financial trad-
ing and online learning. In these types of applications, stale in-
formation can lead to incorrect decisions, unstable control loops,
and even compromises in safety and security. A recent line of re-
search has considered information freshness from a fundamental
perspective under an Age of Information (AoI) metric first pro-
posed in [1] and further studied in [2]–[36]. The central idea
is that there are one or more sources of information along with
one or more monitors. A source generates timestamped status
updates which are received by a monitor after some delay. The
“age of information” is defined as the difference between the
current time and the timestamp of the most recent status up-
date at the monitor. A common theme of the AoI literature is

Manuscript received November 29, 2018 approved for publication by Sastry
Kompella, Guest Editor, April 15, 2019.

This research was supported by National Science Foundation awards CNS-
1836695 and CNS-1836690.

S. Farazi and D. Richard Brown III are with the Department of Elec-
trical and Computer Engineering, Worcester Polytechnic Institute, email:
sfarazi,drb@wpi.edu.

A. G. Klein is with the Department of Engineering and Design, Western Wash-
ington University, email: andy.klein@wwu.edu.

S. Farazi is the corresponding author.
Digital Object Identifier: 10.1109/JCN.2019.000038

to study and/or optimize the statistics of AoI, i.e., average age
and/or peak age, as a function of the system parameters and up-
date strategies.

The majority of the prior work on AoI has focused on the
single-hop setting, where one or more sources transmit informa-
tion to one or more monitors over a single hop, typically mod-
eled as a random delay through a queue. The single-source,
single-monitor, single-hop setting was studied in [2]–[8]. A
more comprehensive AoI literature review of this setting can
be found in [9]. Multi-source and/or multi-monitor extensions,
also in the single-hop context, have been considered in [10]–
[23]. These multi-source and/or multi-monitor settings often in-
troduce additional delays in delivering updates in the single-hop
setting through explicit contention for channel resources and in-
terference constraints.

The multi-hop setting considered in this paper has received
relatively little attention in the AoI literature despite the early
consideration of “piggybacking” status updates over multiple
hops in vehicular networks in [24]. The analysis in [24]–[29]
considers age of information in specific multi-hop network
structures, e.g., line, ring, and/or two-hop networks. The sched-
ules and performance metrics derived for these specific net-
works are not easily extended to more general settings. Recent
work in [30] considers a single source delivering updates to a
monitor through a potentially multi-hop network modeled as a
stochastic hybrid system (SHS). This work generalizes the re-
sults for the line network in [29], but the effects of contention
and interference constraints are implicit in the sense that they
are abstracted into the SHS model. A general multi-hop net-
work setting where a single-source disseminates status updates
through a gateway to the network was considered in [31]–[33].
These studies also do not consider the effects of channel con-
tention or interference constraints as they assume that all links
in the network are modeled as interference-free. A practical age
control protocol to improve AoI in multi-hop IP networks was
also recently proposed in [35].

The work closest to this paper is [36], which considers a
setting with multiple sources, multiple monitors, and a multi-
hop network with explicit contention and interference con-
straints. The system model in [36] assumes a setting with pre-
defined distinct source-monitor pairs such that the information
at source i is only of interest to monitor i. The analysis focuses
on the development of age-optimal random transmission poli-
cies where links are activated according to a fixed probability
distribution.

This paper also considers a general multi-source, multi-
monitor, multi-hop setting with explicit interference constraints,
but from a global perspective in the sense that (i) every node in
the network is both a source and monitor of information and (ii)
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every node wishes to receive timely status updates from all other
nodes in the network. This setting is appropriate in applications
where nodes both generate status updates and monitor status up-
dates from other nodes in the network, e.g., autonomous vehi-
cles. Our only assumption on the network is that it is connected.
Also, in contrast to [36], we derive fundamental limits and de-
velop an algorithm to generate deterministic schedules for gen-
eral network topologies with certain age-optimal properties. The
work in this paper builds on our preliminary results in [34]. The
main contributions of this paper are:

1. We consider AoI in a general multi-source, multi-monitor,
multi-hop setting with explicit interference constraints and
global status updates. The analysis in this setting is facili-
tated with graph-theoretic tools rather than the queuing theo-
retic tools used in most of the previous AoI literature.

2. We derive uniform lower bounds on instantaneous peak age
and instantaneous average age for any schedule (determinis-
tic or random). These bounds establish a connection between
the AoI metrics and the fundamental measures of a network
topology such as connected domination number and average
path length. These instantaneous bounds were not discussed
in [34].

3. We develop an algorithm that, given a connected net-
work topology, generates minimum-length periodic sched-
ules which refresh all of the status updates throughout the
network once per period.

4. We derive lower bounds on the peak and average age of
information, as computed over any one-period interval, for
any minimum-length periodic schedule. The proofs of these
lower bounds were not presented in [34].

5. We show analytically that, within the class of minimum-
length periodic schedules, our proposed algorithm generates
schedules that exactly achieve the lower bound on peak age
and achieve the lower bound on average age to within an ad-
ditive gap scaling linearly with the number of nodes in the
network. The proofs of these results were not presented in
[34].

6. We present numerical results verifying the analysis of the
peak and average age for several canonical network struc-
tures with any number of nodes and also for every connected
network topology with nine or fewer nodes. The analysis of
the canonical network structures was also not discussed in
[34].

In particular, other than [22], the development of fundamental
bounds on peak and average age has received relatively little
attention in the AoI literature. The bounds derived in this paper
hold for all connected network topologies in which one node
transmits per time slot.

Notation: Unless otherwise noted, lowercase bold letters (e.g.
x) denote vectors, uppercase bold letters (e.g., X) represent ma-
trices, and calligraphic uppercase letters (e.g. X ) are used for
sets. The entry in the i th row and j th column of matrix X is
denoted by X(i, j), and the i th element of vector x is denoted
by xi. Table 1 provides a list of parameters and notation used
throughout this paper.

Table 1. Summary of notation.

Notation Description

G an undirected graph representing the wireless network
E set of the edges in G representing the channels in the network
V set of the vertices in G representing the nodes in the network
G[U ] the graph induced by a vertex set U ⊆ V
N number of the nodes in the network, i.e., N = |V|

d(i, j) shortest path length between two vertices i and j
d̄ average shortest path length between all vertices in G
δi degree of vertex i
δmax maximum degree over all vertices in G
Nk(i) set of vertices j ∈ V such that 1 ≤ d(i, j) ≤ k
γc connected domination number, i.e., cardinality of any MCDS
L set of pseudoleaf vertices, i.e., all vertices not in any MCDS

H
(i)
j (t) the Hj process at node i
τ

(i)
j (t) timestamp of the most recent Hj process at node i
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j (t) the age of the Hj process at node i
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Fig. 1. Example 3-node line network. Each node is associated with a local
process and maintains tables of non-local statuses for the processes of other
nodes in the network.

II. SYSTEM MODEL

We consider a wireless network where connectivity of nodes
is modeled by an undirected graph G = (V, E) where the vertex
set V represents the wireless nodes and the edge set E represents
the channels between the nodes in the network. Edge ei,j is in
set E when vertices i and j are adjacent (i.e., when there exists
a channel between nodes i and j such that transmissions can
be successfully delivered from one directly to the other). We
denote the number of nodes as N = |V| and the set of one-hop
neighbors of node i as N1(i), i.e., j ∈ N1(i) ⇔ ei,j ∈ E . Our
only assumption with regards to the topology of the network is
that it is connected, i.e., there exists a path between any two
distinct vertices i, j ∈ V .

We assume a setting where each node i ∈ V is associated with
a local processHi(t) as illustrated in a simple three-node setting
in Fig. 1. No assumptions are made about these processes other
than they are time-varying and each is of timely interest to all
nodes in the network. In addition to its local process, each node
i ∈ V has a table of “statuses” of all of the non-local processes in
the network. We denote a status as the tuple (H

(i)
j (t), τ

(i)
j (t)),

where H(i)
j (t) and τ (i)

j (t) denote the most recent sample value
and the corresponding timestamp of process Hj(t) known to
node i at time t, respectively.

Since the processes {Hj(t)} are time-varying and of timely
interest to all nodes in the network, each node i ∈ V seeks to
maintain a table of “fresh” statuses with recent timestamps. For
simplicity, we assume each node can sample its own local pro-
cess without delay such that H(i)

i (t) = Hi(t) and τ (i)
j (t) = t

for all i ∈ V and all t. The remaining statuses must be updated
via broadcast transmissions containing status updates from other
nodes in the system. We make the following assumptions re-
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garding these broadcast transmissions:
1. Transmissions are time slotted, require one unit of time to

complete, and are received at times t = 1, 2, 3, · · ·.
2. Only one node can transmit in each time slot1.
3. Each transmission contains one status, i.e., one sample and

its corresponding timestamp, of a process. The transmitting
node may transmit the status of its own local process or its
status of another node’s process.

4. Transmissions from node i are received reliably by all nodes
in the one-hop neighborhood of node i, denoted by N1(i),
while nodes outside the one-hop neighborhood receive noth-
ing.
As each node in the network is both a source and a moni-

tor of information, there are inherent tradeoffs in how fresh the
status at each node can be in this setting. For example, in the
three-node network in Fig. 1, node 2 can keep nodes 1 and 3
updated with fresh status updates of H2(t) by transmitting new
samples of its local process in every time slot. While statuses
H

(1)
2 (t) and H(3)

2 (t) remain fresh (we omit the timestamps here
for notational convenience), statuses H(2)

1 (t) and H
(2)
3 (t) be-

come stale since node 2 does not receive updates from node 1 or
node 3. Moreover, H(1)

3 (t) and H(3)
1 (t) also become stale since

nodes 1 and 3 receive no status updates from each other in this
example. To formalize these notions, we define the age metric
for the status of process Hj(t) at node i below.

Definition 1 (Age) Given the status of process j at node i
denoted as (H

(i)
j (t), τ

(i)
j (t)), the age of this process at time t ≥

τ
(i)
j (t) is defined as ∆

(i)
j (t) , t− τ (i)

j (t).
The age metric here is a multi-source multi-monitor general-

ization of the single-source single-monitor age metric first pro-
posed in [2]. Note that the age ∆

(i)
j (t) is non-negative and is

not defined for t < τ
(i)
j (t) or if no status update for process

Hj(t) has been received at node i. Under our previous assump-
tion about the ability of each node to instantaneously sample its
local process, the local age ∆

(i)
i (t) = 0. While our model could

be extended to include the effect of non-zero delay in sampling
local processes, such delays would appear as a simple additive
term in the various age expressions below; for simplicity, these
local ages are ignored in the metrics defined in Section III and in
the dynamic model describing the evolutions of the ages below.

Given Definition 1 and the assumed time slotted transmis-
sions, we can describe the dynamics of each age in the system
with a simple discrete time model similar to [13], [14]. Specifi-
cally, given a status update from node i regarding process j, the
age at each node m ∈ V with m 6= j is updated at integer times
t = n according to

∆
(m)
j [n+ 1] =


1 m ∈ N1(i) and i = j

∆
(i)
j [n] + 1 m ∈ N1(i), i 6= j,

and ∆
(i)
j [n] < ∆

(m)
j [n]

∆
(m)
j [n] + 1 otherwise.

(1)

In order for node m 6= j to update its status of process j and
reduce the corresponding age ∆

(m)
j (t), it must (i) receive the

1A setting where multiple nodes can transmit simultaneously, subject to gen-
eral interference constraints, is studied in [37].

status update transmission, i.e., be within the one-hop neighbor-
hood of the transmitting node, and (ii) the status update must
be fresher than the current status at node m. Otherwise, the age
simply increases by one. The first case in (1) corresponds to the
case when node i transmits a status update of its local process
Hi(t). In this case, since transmissions require unit time to com-
plete, the local age at the start of the transmission is ∆

(i)
i [n] = 0

and the age when nodes m ∈ N1(i) receive the status update
is ∆

(m)
i [n + 1] = 1. The second case in (1) corresponds to the

case when node i transmits a status update of a non-local process
Hj(t) with j 6= i. In this case, nodes receiving the transmission
update their statuses to match that at node i if the status from
node i is fresher. When no update is received or the update is
staler than the current status at nodem, i.e., the third case in (1),
the age simply increases by one. Note that, for t ∈ [n, n + 1),
since all (non-local) ages increase linearly with time, we can
write ∆

(m)
j (t) = ∆

(m)
j [n] + (t− n).

The scalar age update model in (1) can be straightforwardly
extended to a vector age update model given by

∆[n+ 1] = A[n]∆[n] + 1, (2)

where ∆[n] ∈ ZN2−N , A[n] ∈ Z(N2−N)×(N2−N), and 1 ∈
ZN2−N is a vector of ones. Note that the local ages ∆

(i)
i (t)

are not included in ∆[n] since they are always zero. From (1),
it is clear that A[n] is a matrix with elements equal to zero or
one. It is also evident that the rows of A[n] each have at most
one element equal to one. An enumerated list of some additional
relevant properties ofA[n] is given in the Appendix. This model
and the properties discussed in the Appendix will be useful in
the analysis of the age metrics described below.

III. AGE METRICS AND SCHEDULES

In addition to the individual ages ∆
(i)
j (t) defined in Section II,

we are interested in characterizing certain statistics of the ages
across the network. The most common age statistic studied in
the literature is the average age, which we will consider here
as well. In the single-source single-monitor literature, the av-
erage age is computed as an average over time. Here, we first
consider the instantaneous peak and instantaneous average age,
where the peak and average are calculated over the node indices
at a fixed value of t. These are only defined when all of the
constituent ages are defined, i.e., every node in the network has
received at least one status update for every process. Hence, we
denote by t̄ a time such that all ages ∆

(i)
j (t) are defined. Given

Definition 1 and t̄, we now define the instantaneous peak age at
any point in time t ≥ t̄.

Definition 2 (Instantaneous peak age) For any t ≥ t̄, the in-
stantaneous peak age is defined as

∆peak(t) , max ∆(t). (3)
Note that t is fixed here and the maximum is computed over the
N2−N elements of the vector ∆(t). Along the same lines, we
define the instantaneous average age at any point t≥ t̄ below.

Definition 3 (Instantaneous average age) For any t ≥ t̄, the
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instantaneous average age is defined as

∆avg(t) ,
1>∆(t)

N2 −N
. (4)

Note that the instantaneous average age represents the average
of the N2 −N ages of the non-local statuses, i.e., the zero-age
local statuses are not included in the average.

We define a schedule as a sequence of transmissions indexed
by integer time, transmitting node i, and process j. A schedule
can be equivalently expressed as a series of state update matri-
ces A[n] in (2). One of the main contributions of this paper is
in establishing fundamental limits on peak and average age for
any schedule satisfying the assumptions listed in Section II. To
illustrate the concept of a schedule, we provide an example for
the three-node line network shown in Fig. 1. The age vector in
this example is defined as

∆(t)=[∆
(1)
2 (t),∆

(1)
3 (t),∆

(2)
1 (t),∆

(2)
3 (t),∆

(3)
1 (t),∆

(3)
2 (t)]>. (5)

An undefined age in ∆(t) is denoted by “−”. The initial state
∆[0]=[−,−,−,−,−,−]>. The notation TSk below corresponds to
time slot k, a transmission occurring over t∈(k−1,k].
TS1: (i=1, j=1) Suppose node 1 transmits a sample of its local
process H1 sampled at time t=0. This update from node 1 is
received by node 2 at t=1, resulting in ∆[1]=[−,−,1,−,−,−]>.
TS2: (i = 2, j = 1) Suppose node 2 relays the update received
in TS1 to node 3. This update (of process H1) is received by
node 3 at time t = 2, resulting in ∆[2] = [−,−, 2,−, 2,−]>.
Note that node 1 ignores this transmission since it contains a
status update regarding its local process.
TS3: (i=2, j=2) Suppose node 2 now transmits a sample of its
local process sampled at t=2. This update from node 2 is re-
ceived by nodes 1 and 3 at t=3, resulting in ∆[3]=[1,−,3,−,3,1]>.
TS4: (i= 3, j = 3) Suppose node 3 transmits a sample of its
local process sampled at time t=3. This update from node 3 is
received by node 2 at time t=4, resulting in ∆[4]=[2,−,4,1,4,2]>.
TS5: (i= 2, j= 3) Similar to TS2, suppose node 2 relays the
update received in TS4 to node 1. This update is received by
node 1 at t=5, resulting in ∆[5]=[3, 2, 5, 2, 5, 3]>.
Note that all nodes have received updates for all processes at
t = 5, hence we can set t̄ = 5 and compute instantaneous peak
and average ages for all t ≥ t̄. This schedule can naturally be
repeated to construct a periodic schedule for all t ≥ 0. Table 2
summarizes this periodic schedule and Fig. 2 plots the evolution
of the six relevant ages in ∆(t) as a function of t for three peri-
ods of this schedule. The instantaneous peak and average ages
for this schedule are shown in the fourth subplot of Fig. 2. Ob-
serve that all of the ages and the instantaneous age metrics are
periodic in this example due to the periodicity of the schedule.

Table 2. Example schedule for the three-node line network in Fig. 1.

transmitting transmitted
time slot node index i process index j
TS1, TS6, · · · 1 1
TS2, TS7, · · · 2 1
TS3, TS8, · · · 2 2
TS4, TS9, · · · 3 3
TS5, TS10, · · · 2 3
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Fig. 2. Instantaneous age metrics for the example schedule for a three-node line
network in Fig. 1.

We conclude this section with two additional age metrics of
interest. The peak and average ages over an arbitrary time inter-
val t ∈ [t0, t1) with t̄ ≤ t0 < t1 are defined below.

Definition 4 (Peak age) The peak age for t ∈ [t0, t1) with
t̄ ≤ t0 < t1 is defined as

∆peak(t0, t1) , sup
t0≤t<t1

∆peak(t). (6)

Definition 5 (Average age) The average age for t ∈ [t0, t1)
with t̄ ≤ t0 < t1 is defined as

∆avg(t0, t1) ,
1

t1 − t0

∫ t1

t0

∆avg(t) dt. (7)

Note the supremum is used in (6) as ∆peak(t) is a right-
continuous piecewise linear function with discontinuities occur-
ring at integer times when status updates are received. It is also
worth mentioning here that Definition 4 differs from other defi-
nitions of “peak age” in the literature, e.g., [5], [36] define peak
age as the average of the age peaks.
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When we omit the time indices and use the notation ∆peak
and ∆avg, this implies t0 = t̄ and t1 →∞. In our running three-
node example with the periodic schedule shown in Table 2 and
the corresponding ages shown in Fig. 2, we can set t̄ = 5 and
compute the peak and average ages as ∆peak =7 and ∆avg≈3.83.

IV. FUNDAMENTAL BOUNDS ON THE
INSTANTANEOUS AVERAGE AGE AND

INSTANTANEOUS PEAK AGE

In this section we derive fundamental lower bounds on the in-
stantaneous peak and average age metrics in Definitions 2 and 3
under the network and schedule assumptions stated in Section II.
As these lower bounds rely on certain properties of the graph G
describing the network, we first review these properties and de-
fine the concept of a “pseudo-leaf vertex”.

A. Preliminary Definitions and Notation

A set S ⊂ V of vertices in a graph is called a dominating set
if every vertex not in S is adjacent to a vertex in S [38]. A mini-
mum connected dominating set (MCDS) S ⊂ V is a dominating
set satisfying (i) the subgraph induced by S is connected and
(ii) S has the smallest cardinality among all connected dominat-
ing sets of G. The cardinality of any MCDS is called connected
domination number of G and is denoted by γc. Although, in
general, graphs do not have a unique MCDS, all MCDSs of a
graph G have the same cardinality γc [39], [40]. Because every
vertex not in a given MCDS is a one-hop neighbor of a vertex
in the MCDS, i.e.,N1(S) = G for any MCDS S, a collection of
vertices in a given MCDS is often referred to as the “backbone”
of the network in the context of broadcast routing for ad-hoc
networks [40].

A leaf vertex of graph G is any vertex i ∈ V with degree of
one. To the best of our knowledge, although the notion of a
leaf vertex is well defined and commonly understood, there is
no commonly accepted name for the following graph object. As
such, we define a “pseudo-leaf vertex” below.

Definition 6 (Pseudo-leaf vertex) A vertex i ∈ V is a
pseudo-leaf vertex if it is not a member of any MCDS. That is,
i ∈ V is a pseudo-leaf vertex if i /∈ U where

U , S1 ∪ S2 ∪ · · · ∪ SM . (8)

and Sk ⊂ V for k = {1, 2, · · ·,M} represent all possible
MCDSs of G. Further, we refer to the set of all pseudo-leaf
vertices of G by L , V − U .

Under this definition, every true leaf (i.e., every vertex with
degree one) is also a pseudo-leaf. A graph may have additional
non-leaf vertices that satisfy the conditions of a pseudo-leaf ver-
tex.

Finally, recall the degree δi of node i ∈ V is defined as
the the number of edges of vertex i or, equivalently, the car-
dinality of the number of one-hop neighbors of node i, i.e.,
δi = |N1(i)|. We define the maximum degree of the graph as
δmax = maxi∈V δi.

To illustrate the key ideas, consider the 5-node network in
Fig. 3 which has two MCDSs, shown as S1 and S2, both with
cardinality γc = 2. While only node 1 is a true leaf vertex, nodes

1 2

3

4

5

S1

S2

Fig. 3. A 5-node “pan” network. The two MCDS’s are shown as S1 = {2, 3}
and S2 = {2, 4} with cardinality γc = 2. The set of pseudo-leaf vertices is
L = V − (S1 ∪ S2) = {1, 5}.

1 and 5 are pseudo-leaf vertices as they are not members of any
MCDS. The cardinality of the pseudo-leaf set is |L| = 2. The
maximum degree of this graph is δmax = δ2 = 3. These graph
parameters play an important role in the bounds developed in
the following section.

B. Lower Bounds on Instantaneous Peak and Instantaneous Av-
erage Ages

This section presents lower bounds on the instantaneous peak
and instantaneous average ages for all t ≥ t̄ such that all of the
constituent ages in ∆(t) are defined. To facilitate the presen-
tation of these bounds, we first present the following Lemma
to characterize the number of time slots required to update all
N2 −N statuses in the network.

Lemma 1 (Number of time slots to update all statuses) Given
G withN = |V|, there exists a schedule that updates allN2−N
statuses in the network in T ∗ , Nγc + |L| time slots. More-
over, any schedule of length T = T ∗ − K time slots for
K ∈ {0, 1, · · ·, T ∗} updates at most N2 − N − K statuses.

Proof: We first show the sufficiency of T ∗ time slots by
construction. A schedule satisfying the conditions in Section II
that updates all statuses in the network in T ∗ time slots can be
constructed by flooding the status from each node throughout
the network sequentially for i = 1, · · ·, N , i.e., the local status
of node i is transmitted to its one-hop neighbors and this sta-
tus is retransmitted in subsequent time slots to the remaining
nodes in the network via an optimal flooding tree constructed
from the graph’s MCDS [41]. As shown in [41, Theorem 1], the
number of time slots required to propagate an update of Hi(t)
throughout the network is γc + 1i∈L where 1i∈L is an indicator
function equal to one when i is a pseudo-leaf vertex and equal to
zero otherwise. It follows that a schedule that performs this op-
timal flooding sequentially for each node i = 1, · · ·, N requires
|L|(γc + 1) + (N − |L|)γc = Nγc + |L| time slots to complete
and updates all statuses in the network.

To show the second part of the lemma (which also estab-
lishes the necessity of T ∗ time slots to update all statuses), let
K = K1 + · · · + KN with Ki ∈ {0, · · ·, γc + 1i∈L} for all
i ∈ {1, · · ·, N}. Let γc + 1i∈L − Ki be the number of time
slots allocated to propagate an update of Hi(t). Observe that at
least Ki nodes in the network do not receive an update of pro-
cess Hi(t). Hence at least K = K1 + · · · + KN statuses of
the N2−N total statuses in the network are not updated, which
shows the desired result. 2
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Remarks:
1. A periodic version of a sequential flooding schedule of length
T ∗ described in the proof of Lemma 1 is presented in Sec-
tion V. Lemma 1 implies that there does not exist any peri-
odic schedule with period less than T ∗ time slots such that
all statuses are updated.

2. For a fixed number of nodesN , it can be shown that T ∗ obeys
the inequality N ≤ T ∗ ≤ N2 − 2N + 2, where the left
side is true with equality for the complete graph and the right
side is true with equality for the path graph. This suggests
that some network topologies require on the order of N time
slots to update all statuses in the network, whereas others
require on the order of N2 time slots to update all statuses
in the network. Unsurprisingly, the network topology has a
significant impact on the minimum number of time slots T ∗

required to update all statuses in the network.
Lemma 1 also implies certain properties about the state tran-

sition matrix for the discrete time model in (2). Given an initial
age state of ∆[n0], the age vector at time n ≥ n0, n ∈ Z can
be written as

∆[n] = Φ[n, n0]∆[n0] +

n−1∑
k=n0

Φ[n, k + 1]1 (9)

where Φ[n,m] is the discrete time time-varying state transition
matrix defined in (17) in the Appendix. Note that a sequence
of transmissionsA[n0], · · ·,A[n− 1] updates all statuses if and
only if Φ[n, n0] = A[n − 1]· · ·A[n0] = 0. From Lemma 1,
since T ∗ transmissions are necessary to update all statuses in
the network, Φ[n,m] must have one or more non-zero rows for
all m ∈ {n − T ∗ + 1, · · ·, n}. This implies there are always at
least T ∗ non-zero terms in the summation of (9), which will be
useful in the following results.

We now present the lower bounds on the instantaneous peak
and instantaneous average age of information.

Theorem 1 (Lower bound on instantaneous peak age) The in-
stantaneous peak age of information for any schedule at time
t ≥ t̄ is lower bounded by

∆peak(t) ≥ ∆∗peak,inst , T ∗ = Nγc + |L|. (10)
Proof: For t ≥ t̄ and t ∈ [n, n+ 1), we can write

∆peak(t) = max ∆[n] + (t− n),

≥ max ∆[n],

≥ e>i ∆[n]

for all i ∈ {1, · · ·, N2 −N}, where ei is the i th standard basis
vector. From (9), we can set n0 = 0 and n ≥ t̄ ≥ T ∗ to write

∆[n] = Φ[n, 0]∆[0] +

n−1∑
k=0

Φ[n, k + 1]1,

=

n−1∑
k=0

Φ[n, k + 1]1,

≥
n−1∑

k=n−T∗

Φ[n, k + 1]1, (11)

where the equality follows from the fact that n ≥ t̄ implies all
statuses have been updated by time n, i.e., Φ[n, 0] = 0, and the
inequality follows from the fact that each term in the sum is non-
negative. Observe that there are T ∗ terms in the sum and that
that all Φ[n, k + 1] in the sum are non-zero. Hence, there must
exist at least one i such that e>i Φ[n, n−T ∗+1]1 = 1. Moreover,
from Property VI in the Appendix, e>i Φ[n, n − T ∗ + 1]1 = 1
implies e>i Φ[n, k + 1]1 = 1 for all k ∈ {n − T ∗, · · ·, n − 1}.
Hence, given i such that e>i Φ[n, n−T ∗+1]1 = 1, we can write

∆peak(t) ≥ e>i
n−1∑

k=n−T∗

Φ[n, k + 1]1 = T ∗,

which shows the desired result. 2

Theorem 2 (Lower bound on instantaneous average age) The
instantaneous average age of information for any schedule is
lower bounded by

∆avg(t) ≥ ∆∗avg,inst ,
1>s

N2 −N
, (12)

where

s, [max(x1,y1),max(x2,y2),· · ·,max(xT∗ ,yT∗)], (13a)

x ,[N2−N,N2−N−δmax,· · ·,N2−N−(T ∗−1)δmax], (13b)

y , [T ∗, T ∗ − 1, · · ·, 1]. (13c)
Proof: Along the same lines as Theorem 1, for t ≥ t̄ and

t ∈ [n, n+ 1), we can write

∆avg(t) =
1>∆[n]

N2 −N
+ (t− n),

≥
1>

n−1∑
k=n−T∗

Φ[n, k + 1]1

N2 −N
,

=

n−1∑
k=n−T∗

s[n, k + 1]

N2 −N
,

where the inequality follows from the fact that t − n ≥ 0 and
from following the same steps that led to (11). The term s[n, k+
1] denotes the number of non-zero elements, i.e., the number of
statuses not updated, in Φ[n, k + 1]. Observe that
(P1) s[n, n] = N2 −N from the fact that Φ[n, n] = IN2−N .
(P2) s[n, k+ 1]− s[n, k]≤δmax since at most δmax statuses can

be updated in a time slot.
(P3) s[n,n−T ∗+K]≥K for all K ∈ {1,· · ·,T ∗} from Lemma 1.
The minimal sequence s = [s[n, n], · · ·, s[n, n− T ∗ + 1]] sat-
isfying these properties can be constructed by first defining

x =[N2−N,N2−N−δmax,· · ·,N2−N−(T ∗−1)δmax],

y = [T ∗, T ∗ − 1, · · ·, 1] .

Note that x captures the constraints imposed by (P1) and (P2).
Similarly y captures the constraints imposed by (P3). Then

s = [max(x1,y1),max(x2,y2), · · ·,max(xT∗ ,yT∗)]

is the minimal sequence satisfying all of the properties, which
establishes the lower bound and shows the desired result. 2
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Again referring to the three-node example in Section II, we
have N = 3, γc = 1 and |L| = 2. These graph parameters
imply ∆∗peak,inst = T ∗ = 5 and it is evident from the fourth sub-
plot in Fig. 2 that the example periodic schedule achieves this
lower bound at times t = {5, 7, 8, 10, 12, 13, 15, 17, 18, · · ·}.
For the lower bound on instantaneous average age in the three-
node example, we have δmax = 2 and we can calculate
x = [6, 4, 2, 0,−2] and y = [5, 4, 3, 2, 1], resulting in s =
[6, 4, 3, 2, 1]. It follows then that ∆∗avg,inst=16/6 ≈ 2.67. Fig. 2
shows that the example periodic schedule reaches a minimum
value of ∆avg(t) = 3 at times t = {8, 13, 18, · · ·}. Hence, un-
like the instantaneous peak age, there is a gap between the bound
and the minimum instantaneous age achieved in this example.

V. T ∗-PERIODIC SCHEDULES

In this section, we consider the class of periodic schedules
with period T ∗ as defined in Lemma 1. Such schedules have the
property that A[n + kT ∗] = A[n] for all n = 0, 1, · · ·, T ∗ − 1
and all k = 0, 1, · · ·. The study of periodic schedules is moti-
vated by the central goal of maintaining fresh statuses at each
node in the network and by the recent results in [19], [20] where
round robin schedules, i.e., schedules in which a series of trans-
missions is repeated, were shown to be optimal in terms of min-
imizing peak age. As noted earlier, a periodic schedule with pe-
riod T < T ∗ cannot update all statuses and, consequently, this
class of schedules is of little interest since some ages are never
defined. Periodic schedules with period T > T ∗ are also of
limited interest since the time between updates of at least some
statuses (and, hence, the corresponding peak ages of these sta-
tuses) will be larger than necessary.

In the following, we first derive lower bounds on the peak and
average age of information for all T ∗-periodic schedules that
update all statuses in each period. While the instantaneous age
bounds developed in Section IV.B also serve as lower bounds
over any period of a T ∗-periodic schedule, our focus here is on
the development of bounds on the peak and average age over
a period of the schedule according to Definitions 4 and 5. We
then present an algorithm for constructing a specific T ∗-periodic
schedule that updates all statuses in each period given any con-
nected network topology. To analytically characterize the per-
formance of this schedule, we upper bound its achieved age of
information. This upper bound is then compared with the pre-
viously developed lower bounds to show the achieved peak age
is tight with respect to the lower bound on peak age for any net-
work topology and and size N . We also show that the achieved
average age is asymptotically tight to the lower bound on aver-
age age as N →∞.

A. Lower Bounds on Peak and Average Age for T ∗-Periodic
Schedules

To establish fundamental limits for the peak and average age
of information for T ∗-periodic schedules, we first present the
following useful Lemmas.

Lemma 2: For any T ∗-periodic schedule that updates all
N2−N statuses, every status throughout the network is updated
exactly once every T ∗ time slots.

Proof: Consider any T ∗-periodic schedule that updates all

of the N2 − N statuses. From Lemma 1 recall that γc + 1i∈L
time slots are required to propagate an update of Hi(t) through-
out the network. The first of these time slots corresponds to
dissemination of a fresh update of Hi(t) by node i and the re-
maining γc +1i∈L− 1 time slots correspond to retransmissions
of the status by nodes other than node i. While nodes in the
network may receive multiple transmissions containing the sta-
tus of the Hi(t) process, the status at each node j 6= i is only
updated once per period since subsequent transmissions contain
the same status and are redundant. 2

As an example, consider the network shown in Fig. 3. As-
sume a schedule of TS1:(5,5), TS2:(4,5), and then TS3:(2,5),
which corresponds to node 5 disseminating its status to all nodes
in the network through the MCDS S2. Observe that node 3 re-
ceives transmissions regarding process H5(t) in both TS1 and
TS3. These transmissions contain identical information, how-
ever. Hence node 3’s status with regards to H5(t) is updated
only once in TS1.

The main implication of Lemma 2 is that, for the class of T ∗-
periodic schedules that update allN2−N statuses in the network,
all status updates at each node occur with period T ∗. No statuses
are updated more frequently. So, over the interval t∈[ν,ν+T ∗),
where ν is the time at which the status of process i is updated at
node j, the age trajectory ∆

(j)
i (t) is simply ∆

(j)
i (t)=t−ν+∆

(j)
i

where ∆
(j)
i is the age of the process Hi(t) at the time node j is

updated. In other words, for T ∗-periodic schedules that update
all N2−N statuses in the network, each age trajectory ∆

(j)
i (t) is

identical except for time shifts and the “age offsets” ∆
(j)
i .

These time shifts and age offsets are illustrated for the T ∗-
periodic schedule for the three-node path network with T ∗ = 5

in Fig. 2 where ∆
(1)
2 = 1, ∆

(1)
3 = 2, ∆

(2)
3 = 1, ∆

(2)
1 = 1,

∆
(3)
2 = 1, and ∆

(3)
1 = 2. In general, note that the age off-

sets must satisfy ∆
(j)
i ≥ d(i, j), where d(i, j) is the distance in

hops of the shortest path between nodes i and j. The follow-
ing Lemma establishes an additional useful property of the age
offsets ∆

(j)
i for networks with T ∗-periodic schedules.

Lemma 3: Given i ∈ V and a T ∗-periodic schedule that up-
dates all of the N2 −N statuses,

max
j∈V

∆
(j)
i ≥ γc + 1i∈L.

Proof: This result follows directly from Lemma 1, which
establishes that γc+1i∈L time slots are required to propagate an
update of the status of process i throughout the network. Hence,
given i ∈ V , there always exists a node j ∈ V such that status
updates regarding process i are received with an age offset of at
least γc + 1i∈L. 2

Lemmas 2 and 3 imply that, over any interval [t0, t0 + T ∗)

and fixing i ∈ V , there exists at least one age trajectory ∆
(j)
i (t)

satisfying supt∈[t0,t0+T∗) ∆
(j)
i (t) ≥ γc+1i∈L+T ∗. This forms

the basis for Theorem 3 below, which establishes a lower bound
on the peak age of information for T ∗-periodic schedules.

Theorem 3 (Lower bound on ∆peak of T ∗-periodic schedules)
The peak age of information for any T ∗-periodic schedule over
any interval [t0, t0 + T ∗) with t̄ ≤ t0 is lower bounded by

∆peak(t0, t0 + T ∗) ≥ ∆∗peak,T∗ , T ∗ + γc + 1|L|≥1. (14)



FARAZI et al.: FUNDAMENTAL BOUNDS ON THE AGE OF INFORMATION ... 275

Proof: From Definition 4 with t̄ ≤ t0 we can write

∆peak(t0, t0 + T ∗) = sup
t0≤t<t0+T∗

∆peak(t),

= sup
t0≤t<t0+T∗

max
i,j∈V

∆
(j)
i (t),

= max
i,j∈V

sup
t0≤t<t0+T∗

∆
(j)
i (t),

(a)
= max

i,j∈V

(
T ∗ + ∆

(j)
i

)
,

= T ∗ + max
i∈V

max
j∈V

∆
(j)
i ,

(b)
≥ T ∗ + γc + 1|L|≥1,

where (a) follows from Lemma 2. Inequality (b) follows from
Lemma 3 and the fact that maxi∈V 1i∈L = 1|L|≥1. 2

The lower bound on peak age established in Theorem 3 has an
intuitive interpretation. The T ∗ component is a consequence of
the common period between updates for all statuses in the net-
work. The γc+1|L|≥1 component is a consequence of the maxi-
mum amount of time required to propagate a status throughout
the network. Note that the only inequality in the derivation of
the lower bound is from Lemma 3. This suggests a strategy
for constructing T ∗-periodic schedules to achieve the peak age
bound with equality. This is discussed in detail in Section V.B.
In fact, for the three node example in Section II, we can compute
∆∗peak,T∗=7, which is achieved with equality as seen in Fig. 2.

Since T ∗=Nγc+|L|, we can express the lower bound on peak
age as ∆∗peak,T∗ = (N+1)γc+|L|+1|L|≥1. The role of γc, i.e.,
the connected domination number of the graph, is more evident
in this expression. In graphs with γc=1, e.g., a star graph or a
complete graph, ∆∗peak,T∗∼O(N). In graphs where γc∼O(N),
e.g., a path graph or a ring graph, ∆∗peak,T∗∼O(N2).

The following theorem establishes a lower bound on the av-
erage age for networks with T ∗-periodic schedules.

Theorem 4 (Lower bound on ∆avg of T ∗-periodic schedules)
The average age of information for any T ∗-periodic schedule
over any interval [t0, t0 + T ∗) with t̄ ≤ t0 is lower bounded by

∆avg,T∗(t0, t0 + T ∗) ≥ ∆∗avg,T∗ ,
T ∗

2
+ d̄, (15)

where d̄ , 1
N2−N

∑
d(i, j) is the average distance of the net-

work.
Proof: From Definition 3 and Definition 5, we can write

∆avg,T∗(t0,t0+T
∗) =

1

T ∗(N2−N)

∑
i,j∈V
j 6=i

∫ t0+T
∗

t0

∆
(j)
i (t)dt,

(a)
=

1

T ∗(N2−N)

∑
i,j∈V
j 6=i

∫ T∗

0

(∆
(j)
i +t)dt,

(b)
≥ 1

N2−N
∑
i,j∈V
j 6=i

(
d(i, j)+

T ∗

2

)
,

=
T ∗

2
+ d̄,

where (a) follows from Lemma 2 and (b) follows from the fact
that ∆

(j)
i ≥ d(i, j). 2

Like the lower bound on peak age, the lower bound on av-
erage age has an intuitive interpretation. The T ∗/2 component
is a consequence of the common period between updates for
all statuses in the network. The d̄ component is a consequence
of the average amount of time required to propagate statuses
throughout the network. For the three node example in Sec-
tion II, the lower bound on average age can be calculated as
∆∗avg,T∗ = 5

2+8
6 ≈3.83, which is achieved with equality since

∆
(j)
i =d(i, j) for all i, j in this case. This bound is not achievable

in general, however, since it is not always possible to achieve
∆

(j)
i =d(i, j) for all i, j (see, e.g., an N=5 node path network).

B. Algorithm for T ∗-Periodic Schedule Design

This section formalizes the main idea suggested by Lemma 1
to develop a sequential flooding algorithm that generates a pe-
riodic minimum-length schedule for a given network topology.
Recall from the proof of Lemma 1 that propagation of Hi(t)
throughout the network can be accomplished with an initial
transmission by node i of its zero-delay status update, and then
subsequent transmissions that propagate that status update to re-
maining nodes via multiple hops from nodes in a MCDS. By
repeating this approach and disseminating status updates from
each of the N processes in turn, a length T ∗ schedule emerges
which can then be repeated in a periodic fashion to continu-
ously propagate fresh status updates throughout the network.
An algorithm that details this approach is summarized in Algo-
rithm 1, where Depth-First Search(G[S], i) denotes an ordered
list of vertices generated by performing an in-order depth-first
search of the graph induced by S where the search starts at root
vertex i.

Observe that the schedule generated by Algorithm 1 obeys
the following properties: (i) It uses exactly T ∗ transmissions
to update all tables throughout the network, (ii) it is periodic,
and (iii) all statuses throughout the network get updated exactly
once during each period. While our algorithm makes use of the
depth-first search to traverse the graph induced by the MCDS,
we note that an alternate graph traversal approach (e.g., breadth-
first search) could be used here. Moreover, the specific choice of
graph search used does not impact the bounds presented below.

C. Guaranteed Peak and Average Age for Schedules Generated
by Algorithm 1

Since Algorithm 1 implements optimal sequential flooding, it
achieves maxj∈V ∆

(j)
i =γc+1i∈L for all i∈V . Hence, the in-

equality in Lemma 3 used in the derivation of the lower bound
on peak age in Theorem 3 can be achieved with equality. Un-
like peak age, the average age achieved by schedules generated
by Algorithm 1 will not coincide with the lower bound in The-
orem 4 since the inequality ∆

(j)
i ≥d(i, j) is not tight. In this

section, we derive an upper bound, i.e., a performance guar-
antee, on the average age achieved by schedules generated by
Algorithm 1. This is followed by a characterization of the gap
between the upper and lower bounds developed previously.

Theorem 5 (Upper bound on achievable average age) For any
interval [t0, t0 + T ∗) with t0 ≥ t̄, the average age achieved by
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Algorithm 1: Schedule design to disseminate status
updates throughout the network.

Input: G(V, E).
Output: Schedule π ∈ RT∗×2.
Initialization:
t← 0,
j ← 1.
Part I: Build one period of the schedule.
for node i = 1 : N do

if ∃MCDS S̄ s.t. i∈S̄ then
S←S̄.

else
S←S̄∪{i}, for any MCDS S̄ ⊂V .

end
Ssorted = Depth-First Search(G[S], i).
for k = 1 : |Ssorted| do

π(j, 1) = Ssorted(k),
π(j, 2) = H

(π(j,1))
i (t),

j ← j + 1.
end

end
Part II: Status update dissemination.
for m = 1 : T ∗ do

π(m, 1) disseminates π(m, 2),
t← t+ 1.

end
Part III: Repeat from Part II.

the schedule generated by Algorithm 1 satisfies

∆avg,Alg.1(t0, t0 + T ∗) ≤ ∆avg,ub ,
T ∗

2
+ γc +

|L|
N
. (16)

Proof: The proof follows from the fact that Algorithm 1
implements optimal sequential flooding with age offsets satisfy-
ing d(i, j) ≤ ∆

(j)
i ≤ γc+1i∈L. The lower bound on ∆

(j)
i holds

for any schedule and was used in Theorem 4. Using the upper
bound here, we can write

∆avg,Alg.1(t0, t0+T
∗) ≤ 1

N2−N
∑
i,j∈V
j 6=i

T ∗

2
+γc+1i∈L,

=
T ∗

2
+γc+

1

N2−N
∑
i,j∈V
j 6=i

1i∈L,

=
T ∗

2
+ γc +

|L|
N
.

2

Corollary 1 below characterizes the gap between the upper
bound on the achieved average age in Theorem 5 and the average
age lower bound in Theorem 4.

Corollary 1: The gap between upper bound on the average
age achieved by the schedule generated by Algorithm 1 and the
lower bound in Theorem 4 satisfies ∆avg,ub −∆∗avg,T∗ < N − 2.

Proof: From (15) and (16) we can write

∆avg,ub −∆∗avg,T∗ = γc +
|L|
N
− d̄,

(a)

≤ N − 2 +
|L|
N
− d̄,

(b)
< N − 1− d̄,
(c)
< N − 2,

where (a) is from γc≤N−2, (b) is from |L|
N <1, and (c) is from

d̄≥1. All of these inequalities are general properties of graphs.
2

The result presented by Corollary 1 shows that the gap grows at
most linearly with respect to the number of nodes, N . Next, we
show that the schedule generated by Algorithm 1 is asymptoti-
cally optimal in terms of the average age when N is large.

Corollary 2: The ratio of the average age achieved by the
schedule generated by Algorithm 1 to the average age lower
bound in Theorem 4 goes to one as N →∞.

Proof: We can use the average age upper bound of Theo-
rem 5 and a sandwiching argument to prove the desired result.
From (15) and (16) we can write

lim
N→∞

∆avg,ub

∆∗avg,T∗
= lim

N→∞

T∗

2 + γc + |L|
N

T∗

2 + d̄
,

= 1 + lim
N→∞

γc + |L|
N − d̄

T∗

2 + d̄
,

= 1 + lim
N→∞

T∗

N − d̄
T∗

2 + d̄
,

≤ 1 + lim
N→∞

2

N
= 1,

where the inequality in the last step results from the

fact that
T∗
N −d̄
T∗
2 +d̄

≤ (T∗

N )/(T∗

2 ) since d̄ ≥ 0. More-

over, since ∆avg,Alg.1(t0,t0+T∗)
∆∗

avg,T∗
≥ 1 for all N , we have

limN→∞
∆avg,Alg.1(t0,t0+T∗)

∆∗
avg,T∗

= 1. 2

While the upper bound in Theorem 5 makes the pessimistic as-
sumption that all nodes have a worst-case age offset of ∆

(j)
i =

γc + 1i∈L, the result in Corollary 2 shows that this pessimistic
assumption is inconsequential asymptotically.

VI. NUMERICAL RESULTS

This section presents numerical examples that serve to illus-
trate and verify the bounds on peak and average age in Sec-
tions IV and V, and that permit comparison with the peak and
average age achieved by the schedule generated by Algorithm 1.

A. Application of Bounds to Canonical Graph Topologies

To illustrate computation of the various bounds, and to ob-
serve the impact of topology on the AoI, we list in Table 3 the
bounds for some canonical graph topologies [42], [43] as a func-
tion of the number of nodes N . The table shows that for topolo-
gies like complete and star where γc�N and δmax is of order
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of N , the age of information is of order of N , too. On the other
hand for topologies like cycle, path, and pan where γc is of order
of N and δmax�N , the age of information is of order of N2.

B. All Connected Topologies with 3 ≤ N ≤ 9 Nodes

For every connected network topology with 3 ≤ N ≤ 9
nodes, we make use of a database [44] that exhaustively enumer-
ates all connected network topologies with isomorphs removed.

B.1 Instantaneous Peak and Instantaneous Average Age

Fig. 4 shows the lower bounds on the instantaneous peak
and instantaneous average age of information in Theorems 1
and 2, as well as the minimum instantaneous peak and instan-
taneous average age achieved by the periodic schedule gener-
ated by Algorithm 1. For every graph topology in the database,
the minimum instantaneous peak age achieved by Algorithm 1
is equal to the lower bound on instantaneous peak age, i.e.,
min
t≥t̄

∆peak,Alg.1(t) = ∆∗peak,inst, so Theorem 1 serves as a tight

lower bound on schedules generated by Algorithm 1. Mean-
while, for the instantaneous average age, there is generally a
gap between the lower bound from Theorem 2 and the mini-
mum instantaneous average age achieved by Algorithm 1. To
investigate this gap, we consider the ratio computed by dividing
the achieved minimum instantaneous average age by the lower
bound, and have found that for all networks with a connected
topology having 3 ≤ N ≤ 9 nodes, schedules generated by
Algorithm 1 obey

1 ≤
min
t≥t̄

∆avg,Alg.1,k(t)

∆∗avg,inst(k)
≤ 1.783,

1

K

K∑
k=1

min
t≥t̄

∆avg,Alg.1,k(t)

∆∗avg,inst(k)
≈ 1.563,

where we index by network topology k = {1, · · ·,K} with
K = 273, 191 representing the total number of such networks.
This leads to the following three observations: (i) only for the
fully-connected network topologies, where γc = 1, Algorithm 1
achieves the lower bound on instantaneous average age, (ii) in
the worst case, Algorithm 1 yields a minimum instantaneous
average age that is 78.3% above the lower bound, and (iii) av-
eraging over all K topologies, Algorithm 1 is 56.3% above the
lower bound.

B.2 Peak and Average Age for T ∗-periodic Schedules

Fig. 5 compares the lower bounds on peak and average age
of information for T ∗-periodic schedules in Theorems 3 and
4 with the peak and average age of information achieved by
the schedule generated by Algorithm 1, as well as the upper
bound on achievable average age for schedules generated by
Algorithm 1 given by Theorem 5. The results verify that, in-
deed, ∆peak,Alg.1 = ∆∗peak,T∗ for all of the considered topolo-
gies. In addition, for all k = {1, · · ·,K} we have ∆∗avg,T∗(k) ≤
∆avg,Alg.1(k) ≤ ∆avg,ub(k), thus verifying Theorems 4 and 5.
Moreover, the numerical results on average age obey

1 ≤
∆avg,Alg.1(k)

∆∗avg,T∗(k)
≤ 1.035,

1

K

K∑
k=1

∆avg,Alg.1(k)

∆∗avg,T∗(k)
≈ 1.008,
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Fig. 4. Lower bounds on the instantaneous peak and instantaneous average age
of information in Theorems 1 and 2, compared to the minimum instanta-
neous peak and instantaneous average age of information achieved by the
schedule in Algorithm 1.
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Fig. 5. Achievable peak and average age for the schedule generated by Algo-
rithm 1 for all networks with a connected topology and 3 ≤ N ≤ 9. The
age values are arranged in an increasing order for the achievable average
age.

where as above we index by network topology k= {1, · · ·,K}.
Again, this leads to three observations: (i) For network topolo-
gies with small γc, the average age achieved by Algorithm 1 is
very close or matches the lower bound on the average age for
T ∗-periodic schedules, (ii) in the worst case, Algorithm 1 yields
a minimum average age that is 3.5% above the lower bound,
and (iii) averaging over all K topologies, Algorithm 1 is 0.8%
above the lower bound. Moreover, we note that Corollary 2 im-
plies that for schedules generated by Algorithm 1, these ratios
approach 1 as N grows large. Finally, we note that the achiev-
able peak age is roughly twice the achievable average age, i.e.,
∆peak,Alg.1(k) ≈ 2∆avg,Alg.1(k) for all k = {1, · · ·,K}.

Fig. 6 represents the gap between the average age achieved by
the schedule generated by Algorithm 1 and the lower bound on
the average age in Theorem 4 compared to the upper bound of
N−2 in Corollary 1 for all of the connected network topologies
with 3 ≤ N ≤ 9. The results show that the upper bound in
Corollary 1 is conservative and for most of the topologies the
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Table 3. AoI bounds for canonical graph topologies.

topology |L| γc δmax d̄ ∆∗peak,inst ∆∗peak,T∗ ∆∗avg,inst ∆∗avg,T∗

complete 0 1 N−1 1 N N+1 N+1
2

N+2
2

cycle 0 N−2 2
N2

4(N−1) , N even
N+1

4 , N odd
N2−2N N2−N−2 N3−4N2+6N−1

2(N−1)

2N3−5N2+4N
4(N−1) , N even

2N2−3N+1
4 , N odd

path 2 N−2 2 N+1
3 N2−2N+2 N2−N+1 N4−4N3+10N2−13N+8

2N(N−1)
3N2−4N+8

6

star N−1 1 N−1 2(N−1)
N 2N−1 2N+1 N3+N2−2N+2

2N(N−1)
2N2+3N−4

2N

pan (N>5) 1 N−3 3
N3−N2+6N−8

4N(N−1) , N even
N2+7

4N , N odd
N2−3N+1 N2−2N−1 N4−6N3+14N2−9N+2

2N(N−1)

2N4−7N3+7N2+4N−8
4N(N−1) , N even

2N3−5N2+2N+7
4N , N odd
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Fig. 6. The gap between the upper bound on the average age achieved by the
schedule generated by Algorithm 1 and the lower bound on the average age
for all networks with a connected topology and 3 ≤ N ≤ 9 compared to
the upper bound in Corollary 1. Observe that the dots represent the network
topologies for each N .

schedule generated by Algorithm 1 achieves close to the lower
bound on the average age.

VII. CONCLUSION

This paper studied the age of information problem in a gen-
eral multi-source multi-hop partially-connected wireless net-
work with nodes communicating over time slotted transmis-
sions. We derived fundamental results that lower bound the per-
formance of any status update dissemination schedule in terms
of the peak and average age of information metrics. To the best
of our knowledge, this is the first work to consider the impact of
network topology on the age of information, and we found that
the AoI depends on fundamental graph parameters such as the
connected domination number and average shortest path length.
We presented an algorithm that generates minimum-length pe-
riodic schedules for dissemination of the status updates among
the nodes in the network with a connected topology. We de-
rived upper bounds on the peak and average age achieved by the
schedules designed by the proposed algorithm. A potentially in-
teresting future direction of this work is to study the impact of
network coding on the age of information.

APPENDIX A
PROPERTIES OFA[n] AND Φ[n,m]

From (1), we can derive several useful properties of the state
update matrices A[n] in (2). Since the ordering of the ages
in ∆(t) is not specified, let r(i, j) correspond to the row po-
sition of ∆

(j)
i (t) in ∆(t). The following properties of A[n] are

straightforward to verify:
I. Each row of A[n] is either equal to zero or has a single

non-zero entry equal to one.
II. There are exactly δi all-zero rows in A[n] when node i

transmits a status update of its local process Hi(t). These
occur at row indices r(i,m) for all m ∈ N1(i). This corre-
sponds to case 1 in (1).

III. There are no all-zero rows inA[n] when node i transmits a
status update of a non-local process Hj(t). There are, how-
ever, at most δi rows set to match row r(j, i) of A[n], i.e.,
the transposed r(j, i)’th standard unit vector, when node i
transmits a status update of a non-local process Hj(t). This
corresponds to case 2 in (1).

IV. If node m does not receive an update on process j at time
n + 1, then row r(j,m) of A[n] is equal to the transposed
r(j,m)’th standard unit vector. This corresponds to case 3
in (1).

V. For any integer m ∈ N, (A[n])m = A[n].
VI. From Lemma 1 we have 1>Φ[n,m]1 ≥ 1 for n−T ∗+1 ≤

m ≤ n, where

Φ[n,m]=


A[n−1]A[n−2]· · ·A[m] n−m>0

IN2−N n−m=0

undefined n−m<0

. (17)
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