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Abstract— We consider the problem of synchronizing the carriers of
two sources in a wireless communication system with one désation.
Carrier synchronization has been considered recently in coperative
communication systems where the sources wish to pool theirngenna
resources and transmit as a “distributed beamformer”. Basé on the
concept of round-trip carrier synchronization first described in [1], we
propose a new time-slotted round-trip carrier synchronizgion system
and describe its implementation in systems with single-pa&t or multi-
path channels. The performance of the time-slotted round+ip carrier
synchronization system is investigated in terms of the phasoffset at the
destination and the expected beamforming time before resytronization
is required. Our results suggest that the synchronization werhead can
be small with respect to the potential beamforming gains.

. INTRODUCTION

In multiuser wireless communication systems, the termtfithisted

tion protocol, unlike the protocol in [1], is not degraded time-
invariant multipath channels since the channels are aedeasthe
same frequency in both directions. Our results also show ttre,
synchronization overhead can be small with respect to thengal
beamforming gains in many cases.

Il. SYSTEM MODEL

We consider the two-source one-destination system moasirsh
in Figure 1. The destination (node 0) and both sources (nbaesl 2)
are assumed to each possess a single isotropic antennahdineet
from nodei to nodej is modeled as an LTI system with impulse
responsg;;(t). Each channel in the system is assumed to be FIR with
delay spread;;. The impulse response of each channel in the system
is assumed to be reciprocal in the forward and reverse drest

beamforming” describes the case when two or more transmitté-€., gi;(t) = g;i(t), and the noise in each channel is assumed to be

align the phase of their bandpass transmissions in ordentdage a
centralized antenna array and focus a common transmissi@rd an
intended destination [2]. The SNR gains of conventionahtfeam-
ing are well documented in the literature. Distributed bfaming,
however, is complicated by the fact that the transmittesse hiade-
pendent local oscillators. Transmitters in a distributegrbformer
require some method to precisely synchronize their casignals
so that they arrive with reasonable phase alignment at teaded
destination. In addition to distributed beamforming, thist of syn-
chronization can also facilitate cooperative communaragrotocols
that assume coherent combining of source and relay trassmss
at the destination, e.g. the protocols described in [3] alé agethe
space-time cooperative protocols in [4].

A distributed beamforming scheme was proposed in [5] using a

master synchronization beacon and knowledge of the relatiurce
node locations. A synchronization scheme allowing for wvim
transmitter locations was described in [6] where a beaconsé&d
to estimate the phase delay between each transmitting nati¢ha
destination. Quantized versions of these estimates arsmiigted

Gaussian and white with power spectral dengify/2.
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Fig. 1. Two-source distributed beamforming system model.

All nodes in the system are required to satisfy the half-elipl
constraint. We also assume that both sources have ideimitet
mation to transmit to the destination. Low-overhead teghes for
disseminating information between source nodes in a biged

to the source nodes for local phase pre-compensation. Adrourp€@mformer are outside of the scope of this paper but have bee

trip carrier synchronization system using continuousignsmitted
beacons at different frequencies was proposed in [1]. Wtk
continuously transmitted beacons allowed for high ratesafrce
and/or destination mobility, the use of different frequescfor each
beacon resulted in degraded performance in multipath @tsnn

This paper presents a new time-slotted round-trip carngr s

chronization protocol that uses a single frequency for athdons
and satisfies the half-duplex constraint through time d@iniof the
channel. Implementation details are given for both simth and
multipath channels. We investigate the performance of thpgsed
protocol in terms of the phase offset during beamforming Hrel
expected beamforming time before resynchronization isuired.
The performance of the time-slotted round-trip carriercéyoniza-
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considered recently in [7].

Ill. TIME-SLOTTED SYNCHRONIZATION PROTOCOL

The time-slotted round-trip carrier synchronization poai has
a total of four timeslots: the first three timeslots are used f
synchronization and the final timeslot is used for beamfogniThe
activity in each timeslot is summarized below:

TSO0: The destinationY) transmits the sinusoidal primary beacon
to both sourcesY; andS.). Both sources generate phase and
frequency estimates from their local observations.

S; transmits a sinusoidal secondary beacorSto This sec-
ondary beacon is transmitted at the frequency estimated by
S; in TSO and with initial phase extrapolated from the phase
and frequency estimates in TS®, generates local phase and
frequency estimates from this observation.

TS1:



TS2: S, transmits a sinusoidal secondary beacorS{o This sec- secondary beacon £ that is a periodic extension gf2(¢) using the
ondary beacon is transmitted at the frequency estimated plase and frequency estimatis anddoz. Note thatS,’s secondary
S, in TSO and with initial phase extrapolated from the phaseeacon is a periodic extension of themary beacon it received in
and frequency estimates in TS®, generates local phase andTS0O even though its transmission begins at the conclusiothef
frequency estimates from this observation. secondary beacon received in TS1. HeSg,extrapolates the phase

TS3: Both sources transmit simultaneously to the destinatis a estimatepo, obtained at time + 7o to time ¢, using the frequency
distributed beamformer. The carrier frequency of each @ourestimatewo, in order to determine the appropriate initial phase of
is based on both local frequency estimates obtained in ttiee secondary beacon. The extrapolated phase estimateaattime
prior timeslots. The initial phase of the carrier at eachreeu t» can be written as

is extrapolated from the local phase and frequency estsmate - R
obtained from the secondary beacon observation. P2 = Qfoz + wo2(t2 — (to + 702))
For long transmissions, the synchronization timeslots-TS@ may = ¢o2 + @o2(T01 + T12 — T02 + To + T1).

need to be repeated in order to avoid unacceptable phasbetiifeen The secondary beacon transmittedSyyin TS2 can be written as
the sources during beamforming. The following sectionsiles the

protocol in more detail for the case of single-path and rpatti z21(t) = azicos(@oz(t —t2) + d2)  t € [to,ta + To).

time-invariant channels. After propagation through th2 — 1 channel, this secondary beacon

A. Single-Path Time-Invariant Channels is received byS, as
The time-slotted protocol begins in TSO with the transnoigsof y21(t) =  @iz2a21 cos(@oz(t — (L2 + T12)) + <52) + 121 ()
a unit-amplitude sinusoidal primary beacon of duratinfrom the
destination to both sources, for t € [ta + 712, t2 + 712 +T%) Wherenz: (¢) denotes the AWGN in
the 1 — 2 channel and where we have applied the assumption that
zo(t) = cos(w(t—to)+¢o)  tE€[to,to+To). (1) 1y =15 andasr = aio. From this noisy observatio; generates

Under the assumption that all of the channels are singlﬂz,-pa?s“mates 9f the received frquency and phase; these &siraee

i.e. gij(t) = au;6(t — ;) Vij, the signal received &; in TSO denoted aso5, and o1, respectively. _ L

can be written as _In_tlmeslot TS3, botrsl_ and S? transmit to the dest_lna_tlon_ as a
distributed beamformer with carriers generated as periexiiensions

yo;(t) = awjcos(w(t — (to + T05)) + ¢o) + no; (t) of the secondary beacons received at each source. Since our focus

is on the performance of the distributed beamformer in teohs

the phase difference of the received signals at the destmatve

write the transmissions d§; and S, as unmodulated carriers. The

unmodulated carrier transmitted By during TS3 can be written as

for t € [to + Toj,t0 + T0; + To) Wheren;(t) denotes the AWGN
in the 0 — 5 channel andj € {1,2}. Each source uses their
noisy observation from the first timeslot to compute estesaif the
received frequency and phase; these estimates are desebggand
¢o;, respectively, ab; for j € {1,2}. We use the usual convention — w;o(t) = ajocos(@;(t — ts;) + ¢s;) ¢ € [taj, ;5 + T3) (2)
that the phase estimag®; is an estimate of the phase of the received . . . .

signal at the start of the observationt, i.e. do, is an estimate of Whereéw; is a frequency estimate &,; that, as discussed in Sec-
the phase ofjo; (1) at timeto + 7o, tion IV-B, is a function of bothvo; andw;;, i # j. The extrapolated

Timeslot TS1 begins immediately upon the conclusion of thghase estlma_tes at t'me_"sl and ¢5> are based on the pha?*e and
primary beaconyoi(t) at Si. At time t = to + 701 + To, Si frequency estlmates obtained from the secondary beacemali®ns
begins transmitting a sinusoidal secondary beacosStahat is a and can be written as
periodic extension ofio1 (t) (possibly with different amplitude) using bs1 = a1 + @ (ts1 — (t2 4 712)) and (3)
the phase and frequency estimates and ¢o1. To generate the - - .
periodic extension, the frequency estimaig is used to extrapolate sz = ¢z Fnzlts — (b +72)), “)
the estimated phase gf: () at timet, 4 701 t0 & phase estimate of respectively. As for the transmission start times and tz2, Si
yo1(t) at timet:. The extrapolated phase estimateSatat timet1  begins transmitting its carrier immediately upon the cosidn of
can be written as the secondary beacon frofz, hence

$1 = o1 + o1 (t1 — (to + 701)) = do1 + o1 To. ts1 =to + T2 + T2 = to + 701 + 2712 + To + 11 + T>.

The secondary beacon transmitteddyin TS1 can be written as  |f S, begins transmitting immediately upon the conclusion of its
secondary beacon transmission, its carrier will arriv® &arlier than
Si’s carrier. To synchronize the arrivals of the carriésshould wait
After propagation through the — 2 channel, this secondary beacorfor T4ciay = 701 + T12 — To2 after the conclusion of the transmission
is received byS; as of its secondary beacon before transmitting its carrieinireslot TS3.
This implies that

z12(t) = aizcos(@or(t —t1) + 1)t € [ty ts 4+ Th).

y12(t) = «aiz2a12 cos(Wor(t — (t1 + T12)) + él) + m2(t)

tzo =t T elay = L 2 2 - Ti T T>.
for t € [t1 + T12,t1 + 712 + T1) wheren2(¢) denotes the AWGN 32 =12t 2 4 Taetay =to + 2701 + 27112 = 702 + Lo + 4+ 3

in the 1 — 2 channel. From this noisy observatiof; generates By inspection of Figure 1, we note thai..., must be non-negative.
estimates of the received frequency and phase; these &=tiraee Moreover, S, can directly estimateg.i., by observing the amount
denoted asii» and é12, respectively. of time that elapses from the end of its primary beacon olbsiernv

Timeslot TS2 begins immediately upon the conclusio@f(t) at in TSO to the start of its secondary beacon observation in, T81
Sa. At time ¢z = t1 + 712 + 11, S2 begins transmitting a sinusoidal 74eiay = (t1 + 712) — (o + 702 + T0)-



The signal received dd in TS3 can be written as the sum of both(5). The net effect of multipath on the synchronization peot is

carrier transmissions after their respective channelydeliee.,

Yo(t)

ao1a10 cos(@1(t — t3) + da1) +
o2a20 cos(@W2(t — t3) + ¢32) + Mo (t)

for t € [ts,t3 + T5) wherets = t31 + 701 = t32 + T02. Standard
trigonometric identities can be applied to rewriig(t) as

yo(t) = aps(t)cos(gus(t)) +mo(t) t€[ts,ta+Ts) (5)
where
apf(t) == v/(c01a10)? + (c02a20)? + 2001 a100002a20 cos(Pa ()

1 a2as20 sin(@a (t))
@01a10+ 2020 cos(Pa(t))

Pop(t) == @wi(t — t3)+¢331 +tan~

and where we have defined the carrier phase offset
#a(?) (@2 — 1) (t —t3) + 3o — a1 t € [ta, ts + T3).

In the special case when carriers arrive at the destinatim the
same amplitude, i.expia1o ao2a20 = a, the expressions for
apys(t) and ¢py(t) simplify to

aps(t) 2a cos (pa(t)/2) t € [ts,ts + T3)
Por(t) (@1 4 @) (t — t3) + 31 + bz | /2

B. Multipath Time-Invariant Channels

The time-slotted round-trip synchronization protocol @dso be
effective in communication systems with multipath LTI chals if
minor modifications are made to account for the transiercesf of
the channels. This section summarizes the necessary nabidifis.

As with single-path channels, the time-slotted synchratign
protocol begins with the transmission of a sinusoidal printeeacon

that the beacons must be transmitted with durations excgéeitiie
delay spread of the appropriate channels and that the daratithe
steady-state observations used for phase and frequenmatsh are
reduced, with respect to single-path channels, by the dgdesad of
the multipath channels.

C. Discussion

Although the events of the time-slotted round-trip syncization
protocol described in Section IlI-A are described in termisame
notion of “true time”t, it is worth mentioning that the protocol does
not assume that nodes share a common time reference. Artiaksen
feature of the protocol is that, in each of the timeslots TE32,
and TS3, each source transmission is simply a periodic sixten
of a beacon received in a previous timeslot. No absoluteonobif
“time-zero” is needed since the phase of a source’s trassonis
is extrapolated from the estimated initial phase of the eyppate
beacon observation in a previous timeslot. Moreover, eachce
transmission in timeslots TS1, TS2, and TS3 is triggered h®y t
conclusion of a beacon in a prior timeslot. The sources ddailawv
any schedule requiring knowledge of “true time”.

The fact that sources have imperfect local oscillators atggies
that local frequency estimates at each source are relativthe
source’s clock. Suppose, for example, a source’s clbek vt runs at
rate~y with respect to true timeand that the channels are noiseless. A
beacon received at true frequencyad/sec will appear to this source
to be received at frequency = w/~. Nevertheless, when the source
generates a periodic extension of this signal in a laterdiatethe
frequency of the transmission will be equal to the produdheflocal
estimate and the local relative clock rate, i.e.Hence, the protocol
does not require the sources to share a common time refemitioer
in terms of clock rate or phase.

of durationT, from the destination as in (1). Since the beacon is of We also point out that, as long as the half-duplex constraint

finite duration, the signals received By andS. will have an initial
transient component, a steady state component, and a famsient

is not violated, the absolute starting and ending times @h eaf
the timeslots are not critical to the performance of the quok

component. It can be shown that the duration of the steadg st&ince each source transmission in timeslots TS1, TS2, ar@l TS

component ab; is equal toTy — vo;, Wherevy; denotes the delay is a periodic extension of a beacon received in a prior tiotesl
spread of channejo;(¢). In order to achieve a steady-state responggps of arbitrary duration can be inserted between the latses
at bothS; andS», we requireT, > max(vo1, v02). The steady-state without directly affecting the phase offset at the destoraduring

portion of the beacon received &f can then be written as
Yoy (1)

for t € [to + To; + vo5,to + T0; + To) andj € {1,2}. Each source
usesonly the steady-state portion of their noisy observation in the
first timeslot to compute local estimates of the receivedfemcy
and phase. The transient portions of the observation agredn
The second and third timeslots are as described in the spagle
case, with each source transmitting secondary beaconstotkier
source using the frequency and extrapolated phase essilat@ined
from the first timeslot. The phase estimates at each souecexsapo-
lated for transmission of the secondary beacons as pegathnsions

a;j cos(wt + po + Boj) + Mo (t)

of the steady state portion of the primary beacon observations. The

only differences with respect to the single path case are(théhe

duration of each secondary beacon must exeaed= v»; in order

to ensure a steady-state observation and that (ii) the ss@stimate
the received frequency and phase of the secondary beacoms

only the steady-state portion of the observations.

No other modifications to the synchronization protocol aeeas-
sary. In the final timeslot, both sources transmit as in (Zsuining
unmodulated carriers, the steady-state signal receivetieatlesti-
nation during the final timeslot can be written in the samenfars

beamforming. Gaps between the timeslots may be neededdtigala
systems, for example, to account for processing time at abeces
and/or transient components of beacons received in mtlitida
any case, these gaps do not directly affect the relativeepbtishe
periodic extensions since they essentially delay the winighowhich
the periodic extension is transmitted but do not change these
or frequency of the periodic extension. As a consequencehisf t
property, the estimate Ofgc1qy at Sz in TS3 is not critical if the
beamforming timeslot is sufficiently long. An inaccuratéiraate of
Tdelay ONly causesS,’s carrier to begin slightly earlier or later than
Si’s carrier atD; it does not affect the relative phase of the carriers
during beamforming.

IV. PERFORMANCEANALYSIS

This section analyzes the performance of the time-slotbechd-
trip carrier synchronization protocol in terms of the carrphase
offset at the receiver during the beamforming timeslot. tideal

uI';Jeamformer, the amplitudes of the received signals addmmtisely

at the destination and,(t) ap1a10 + qp2a20. The non-ideal
nature of the distributed beamformer is captured in theleraphase
offset

oa(t) =wat —t3) + ¢a L€ [ts,t3+T3) (6)



where wa = wo — @1 represents the linear phase drift during It can be shown that the carrier frequency offset is Gaussian
beamforming andya := ¢s2 — ¢31 represents the initial phase offsetdistributed with zero mean for any choice pf and p2 when the
at the start of beamforming. Phase and frequency estimatiams frequency estimates are unbiased and Gaussian distribAtgdod
at each source result in unavoidable initial carrier phdfseat the choice then for the linear combination parametgrs and po is
start of TS3 as well as linear phase drift over the duration®8. The one that minimizes vapa]. For j € {1,2} andi # j, the linear
following section establishes a vector notation for théne@stimation combination parameters that minimize the variance can tegrded
errors of the time-slotted round-trip carrier synchrotitra protocol using standard calculus techniques to be
and analyzes the joint statistics of these errors to fatdienalysis . 1
of the carrier phase offset during beamforming. Hi = P) < %ﬁ%m )

o2  +o2 +<72

w01 w02

A. Satistics of the Frequency and Phase Estimation Errors
C. Initial Carrier Phase Offset

From (3) and (4), the carrier phase offset at the start of lfeam
ing can be written as

In the time-slotted round-trip carrier synchronizatiootorcol, each
source generates a pair of frequency estimates and a paiasep
estimates from the primary and secondary beacon obsersatile

define the estimation error vector da = é12+@12(t32—(t1+712))] o [(2)214_@21(7531_(1524_712))] . (1)
5 S S U GUN SRR B
6 = [Do1,P02,@12, @21, P01, Poz, P12, Pa1] The secondary beacon frequency estimatgs and &12 can be
vyheredioj ::A(:J()j - w, (:Jij = L:)ij — W0i, (50]‘ = d;Oj — ¢(), and written as

bij = pi; — ¢i for j € {1,2}, i € {1,2}, andi # j. Note that the W21 = o2+ W21 = w+ Qo2 + w21 and
frequency and phase estimation errégg and ¢o; are defined with
respect to the primary beacon frequency and phase traesniiit
D — S;. The frequency and phase estimation ertofsand¢;; are and the phase estimata, can be written as

deflned with respect to the secondary beacon frequency a.msleph¢12 — &01To + dor + F12 = (W + @01)To + o + For + iz
transmitted byS; — S;.

To facilitate analysis, we assume the estimation erroroveit Wherego is the primary beacon phase estimation err@:aande:»
Gaussian distributed with zero mean and covariance marix= is the secondary beacon phase estimation error er®y. &imilarly,
E|60 |. We note that the frequency estimation errors are dife phase estimatg:: can be written as
Ln _ep(;anden(; si?ce _(i) obsle_rvei_tions inddéf_f;erebnt tim?_st:gs;ﬁzc;ed $a1 = @o2(7o1 + 112 — 702 + To + T1) + oz + da1

y independent noise realizations and (ii) observatior; and S» - < -
are affected by independent noise realizations. This stale of the = (w+@o2) (701 + 12 — 702 + To + T1) + do + Po2 + P21
phase estimates. The frequency and phase estimates obfeone Letting ¥ := t32 — (t1 4+ 712) = To1 + 712 — 702 + 11 + T2 and noting
the same observation, however, are not independent. Haficef thatts; — (t2 + m12) = T2, we can plug these results into (11) to get
the off-diagonal elements of the covariance matrix are ketuaero T
except for the terms cdw;; ¢;;] for 4, j € {1,2}. $a= = I20 (12)

The variances on the diagonal 6f and the covariances on thewhereT's = [¥ + Ty, —(V + Tp), ¥, —T>,1,—1,1, 1] .
off-diagonals of© can be lower bounded by the Cramer-Rao boun, _—

(CRB). Given a sinusoid of amplitudein white noise with PSBXe, B SaIIS.tICS of the Phase Offset During Beamforming
Plugging (10) and (12) into (6), we can compactly express the

the variances and covariance of the frequency and phaseatss : e L
can be lower bounded by [8] phase offset during beamforming in terms of the estimatioore

w12 = Wo1+ Wiz = w+ Wo1 + W12

vector as
2 > 12No/(a*T? 7 -
0w 2 12No/(a"T") () a(t) = [(t—ts)Dy+T2]7 0 L€ [tats +T5).
o = 4No/(a’T) (8) Since T\ andT q istic and th o
I 2,12 ince (t — t3)I'1 andI'; are deterministic and the estimation error
cov@,¢] = —6No/(a"T") ©) vector is assumed to be Gaussian distributed with zero mean,
whereT is the duration of the observation. can say that a(t)] ~ N(0,02, ) at anyt € [ts, t5 + T3). The
variance of the phase offset can be written as
B. Carrier Frequency Offset
€ cy U?pA(t) = [(t — tg)rl + FQ]T €] [(t — tg)rl + FQ] (13)

Since each source has a pair of unbiased frequency estimates

prior to the start of beamforming, we can reduce the phage df?’ @t € [ts,ts + Ts). This result can be used to quantify

during beamforming by generating the carrierSat from a linear the amount of time that the distributed beamformer providas
combination of the local estimates. i.e. acceptable level of carrier phase alignment with a certeirll of

confidence. At any time € [ts, ts + T3), the probability that the

O; = piwoj + (1 — py)ij. absolute carrier phase offset is less than a given threshalan be
. . . . written as
In this case, the carrier frequency offset during beamfoghdan be A
written as Prob[lpa(t)] < A] = 1-2Q <—> (14)
T= Tpa (t)
wai=w2—wo =T10 (10) " where Q(x) = —L- [ exp(~1?/2) di. The CRB results (7), (8),

and (9) can be used to provide a lower bound on the variandeeof t
phase offset during beamforming and, as such, an upper bound
' = [1—#1 —H2, —(1—[141 _:U‘2)7 1—pe, _(1_#1)7 0,0,0, O]T PrOb[|¢A(t)| < )‘]

where



E. Numerical Results

In this section, we present numerical examples of the time-

slotted round-trip carrier synchronization protocol ingle-path time-
invariant channels. All beacons are transmitted with unipétude
and each channel is assumed to have unit gain, random ptapaga
delay, and an AWGN PSD ofV; = 2.25 - 10! W/Hz. The
primary beacon frequency is = 27 - 900 - 10° radians/second.
Both sources generate carrier frequencies with the optirinear
combining factorsu; and u3 derived in Section 1V-B.

Figure 2 plots Prof¢a(t)| < A] versus beamforming duration
when the primary beacon duration is fixed Bf = 1us and the
secondary beacon durations are fixedTat = T> 2us. Both
sources generate maximum likelihood phase and frequeticyates
of the primary and secondary beacon observations. In additi the
experimental results, Figure 2 also plots the theoreticatliptions
for Prob[|¢a (t)| < A] using (13), (14), and the CRB.

The results in Figure 2 demonstrate that it is possible far th
distributed beamformer to provide near-ideal performanith high

F

T
—&— X =2 acos(0.9) MLE sim
—6— A =2 acos(0.95) MLE sim
—8— A =2 acos(0.99) MLE sim
—%— A = 2 ac0s(0.999) MLE sim
— — -CRB
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Prob[¢A(t) <A

0.4

0.3

0.2

0.1r
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ig. 2. Prob|¢a (t)| < A] vs.t —t3 whenTp = 1us andT = Tp = 2us.

confidence for a duration much longer than the amount of time

spent synchronizing the sources. For example, in the casensh
Figure 2, the beamformer can be expected to maintain an @l
within 90% of ideal with 95% confidence, i.e. Pfobs(oa (t)/2) >
0.9] > 0.95, for t — t3 > 300us. The total time spent synchro-
nizing the carriers in this example was onbys, however. This
result suggests that the gain obtained by beamforming (mgeof
rate improvement or energy savings) is likely to far outvaeitpe
synchronization costs (rate and/or energy loss) in this.cas

To understand the effect of the beacon durations on the per-
formance of the beamformer, Figure 3 plots the 95% confidence

beamforming time given a 90%-ideal beamforming qualitysinold
(A = 2cos™1(0.9)) using the CRB analytical predictions. All other
parameters are identical to Figure 2. The results in Figush@v
that the 95% confidence beamforming times are approximadlaly
when the secondary beacon durations are significantly eshtran
the primary beacon duration. When the secondary beaconiahsa
begin to exceed the primary beacon duration, the 95% cord&en
beamforming times increase at a rate proportional to therskry
beacon durations. If the secondary beacon durations betmmieng,

Fig. 3.

1

10

95% confidence beamforming time (seconds)

10
T,=T, secondary beacon durations (seconds)

95% confidence beamforming time as a function of thengmy

however, the 95% confidence beamforming time quickly draps beacon duratiorif, and secondary beacon duratiofis = T for a 90%-

zero. This is due to the fact that the extrapolated phasenatts
from the primary beacon become increasingly inaccuratddioger

ideal beamforming quality threshold\ & 2 cos~1(0.9)).

secondary beacon durations. Hence, for a fixed primary lneaco

duration, these results suggest that the best performanaehieved
when the secondary beacon durations are selected to exbeed
primary beacon duration, but not by too much.

V. CONCLUSIONS

This paper describes an explicit method for synchronizihg t
carriers of two sources in a cooperative communicationesystith
one destination. The performance of the proposed synctatioin
system is investigated in terms of the phase offset of thiiloised
beamformer at the intended destination and the expectedfbea-
ing time before resynchronization is required. Our ressdiggest that
the overhead required to synchronize the carriers of thecesican
be small with respect to the potential beamforming gains.
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