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Abstract— We consider the problem of synchronizing the carriers of
two sources in a wireless communication system with one destination.
Carrier synchronization has been considered recently in cooperative
communication systems where the sources wish to pool their antenna
resources and transmit as a “distributed beamformer”. Based on the
concept of round-trip carrier synchronization first described in [1], we
propose a new time-slotted round-trip carrier synchronization system
and describe its implementation in systems with single-path or multi-
path channels. The performance of the time-slotted round-trip carrier
synchronization system is investigated in terms of the phase offset at the
destination and the expected beamforming time before resynchronization
is required. Our results suggest that the synchronization overhead can
be small with respect to the potential beamforming gains.

I. I NTRODUCTION

In multiuser wireless communication systems, the term “distributed
beamforming” describes the case when two or more transmitters
align the phase of their bandpass transmissions in order to emulate a
centralized antenna array and focus a common transmission toward an
intended destination [2]. The SNR gains of conventional beamform-
ing are well documented in the literature. Distributed beamforming,
however, is complicated by the fact that the transmitters have inde-
pendent local oscillators. Transmitters in a distributed beamformer
require some method to precisely synchronize their carriersignals
so that they arrive with reasonable phase alignment at the intended
destination. In addition to distributed beamforming, thissort of syn-
chronization can also facilitate cooperative communication protocols
that assume coherent combining of source and relay transmissions
at the destination, e.g. the protocols described in [3] as well as the
space-time cooperative protocols in [4].

A distributed beamforming scheme was proposed in [5] using a
master synchronization beacon and knowledge of the relative source
node locations. A synchronization scheme allowing for unknown
transmitter locations was described in [6] where a beacon isused
to estimate the phase delay between each transmitting node and the
destination. Quantized versions of these estimates are transmitted
to the source nodes for local phase pre-compensation. A round-
trip carrier synchronization system using continuously transmitted
beacons at different frequencies was proposed in [1]. Whilethe
continuously transmitted beacons allowed for high rates ofsource
and/or destination mobility, the use of different frequencies for each
beacon resulted in degraded performance in multipath channels.

This paper presents a new time-slotted round-trip carrier syn-
chronization protocol that uses a single frequency for all beacons
and satisfies the half-duplex constraint through time division of the
channel. Implementation details are given for both single-path and
multipath channels. We investigate the performance of the proposed
protocol in terms of the phase offset during beamforming andthe
expected beamforming time before resynchronization is required.
The performance of the time-slotted round-trip carrier synchroniza-
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tion protocol, unlike the protocol in [1], is not degraded intime-
invariant multipath channels since the channels are accessed at the
same frequency in both directions. Our results also show that the
synchronization overhead can be small with respect to the potential
beamforming gains in many cases.

II. SYSTEM MODEL

We consider the two-source one-destination system model shown
in Figure 1. The destination (node 0) and both sources (nodes1 and 2)
are assumed to each possess a single isotropic antenna. The channel
from nodei to nodej is modeled as an LTI system with impulse
responsegij(t). Each channel in the system is assumed to be FIR with
delay spreadνij . The impulse response of each channel in the system
is assumed to be reciprocal in the forward and reverse directions,
i.e., gij(t) = gji(t), and the noise in each channel is assumed to be
Gaussian and white with power spectral densityN0/2.
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Fig. 1. Two-source distributed beamforming system model.

All nodes in the system are required to satisfy the half-duplex
constraint. We also assume that both sources have identicalinfor-
mation to transmit to the destination. Low-overhead techniques for
disseminating information between source nodes in a distributed
beamformer are outside of the scope of this paper but have been
considered recently in [7].

III. T IME -SLOTTED SYNCHRONIZATION PROTOCOL

The time-slotted round-trip carrier synchronization protocol has
a total of four timeslots: the first three timeslots are used for
synchronization and the final timeslot is used for beamforming. The
activity in each timeslot is summarized below:

TS0: The destination (D) transmits the sinusoidal primary beacon
to both sources (S1 andS2). Both sources generate phase and
frequency estimates from their local observations.

TS1: S1 transmits a sinusoidal secondary beacon toS2. This sec-
ondary beacon is transmitted at the frequency estimated by
S1 in TS0 and with initial phase extrapolated from the phase
and frequency estimates in TS0.S2 generates local phase and
frequency estimates from this observation.



TS2: S2 transmits a sinusoidal secondary beacon toS1. This sec-
ondary beacon is transmitted at the frequency estimated by
S2 in TS0 and with initial phase extrapolated from the phase
and frequency estimates in TS0.S1 generates local phase and
frequency estimates from this observation.

TS3: Both sources transmit simultaneously to the destination as a
distributed beamformer. The carrier frequency of each source
is based on both local frequency estimates obtained in the
prior timeslots. The initial phase of the carrier at each source
is extrapolated from the local phase and frequency estimates
obtained from the secondary beacon observation.

For long transmissions, the synchronization timeslots TS0-TS2 may
need to be repeated in order to avoid unacceptable phase drift between
the sources during beamforming. The following sections describe the
protocol in more detail for the case of single-path and multipath
time-invariant channels.

A. Single-Path Time-Invariant Channels

The time-slotted protocol begins in TS0 with the transmission of
a unit-amplitude sinusoidal primary beacon of durationT0 from the
destination to both sources,

x0(t) = cos(ω(t − t0) + φ0) t ∈ [t0, t0 + T0). (1)

Under the assumption that all of the channels are single-path,
i.e. gij(t) = αijδ(t − τij) ∀ij, the signal received atSj in TS0
can be written as

y0j(t) = α0j cos(ω(t − (t0 + τ0j)) + φ0) + η0j(t)

for t ∈ [t0 + τ0j , t0 + τ0j + T0) whereη0j(t) denotes the AWGN
in the 0 → j channel andj ∈ {1, 2}. Each source uses their
noisy observation from the first timeslot to compute estimates of the
received frequency and phase; these estimates are denoted as ω̂0j and
φ̂0j , respectively, atSj for j ∈ {1, 2}. We use the usual convention
that the phase estimatêφ0j is an estimate of the phase of the received
signal at the start of the observation atSj , i.e. φ̂0j is an estimate of
the phase ofy0j(t) at time t0 + τ0j .

Timeslot TS1 begins immediately upon the conclusion of the
primary beacony01(t) at S1. At time t1 = t0 + τ01 + T0, S1

begins transmitting a sinusoidal secondary beacon toS2 that is a
periodic extension ofy01(t) (possibly with different amplitude) using
the phase and frequency estimatesω̂01 and φ̂01. To generate the
periodic extension, the frequency estimateω̂01 is used to extrapolate
the estimated phase ofy01(t) at timet0 + τ01 to a phase estimate of
y01(t) at time t1. The extrapolated phase estimate atS1 at time t1
can be written as

φ̂1 = φ̂01 + ω̂01(t1 − (t0 + τ01)) = φ̂01 + ω̂01T0.

The secondary beacon transmitted byS1 in TS1 can be written as

x12(t) = a12 cos(ω̂01(t − t1) + φ̂1) t ∈ [t1, t1 + T1).

After propagation through the1 → 2 channel, this secondary beacon
is received byS2 as

y12(t) = α12a12 cos(ω̂01(t − (t1 + τ12)) + φ̂1) + η12(t)

for t ∈ [t1 + τ12, t1 + τ12 + T1) whereη12(t) denotes the AWGN
in the 1 → 2 channel. From this noisy observation,S2 generates
estimates of the received frequency and phase; these estimates are
denoted aŝω12 and φ̂12, respectively.

Timeslot TS2 begins immediately upon the conclusion ofy12(t) at
S2. At time t2 = t1 + τ12 + T1, S2 begins transmitting a sinusoidal

secondary beacon toS1 that is a periodic extension ofy02(t) using the
phase and frequency estimatesω̂02 andφ̂02. Note thatS2’s secondary
beacon is a periodic extension of theprimary beacon it received in
TS0 even though its transmission begins at the conclusion ofthe
secondary beacon received in TS1. Here,S2 extrapolates the phase
estimateφ̂02 obtained at timet0 + τ02 to time t2 using the frequency
estimateω̂02 in order to determine the appropriate initial phase of
the secondary beacon. The extrapolated phase estimate atS2 at time
t2 can be written as

φ̂2 = φ̂02 + ω̂02(t2 − (t0 + τ02))

= φ̂02 + ω̂02(τ01 + τ12 − τ02 + T0 + T1).

The secondary beacon transmitted byS2 in TS2 can be written as

x21(t) = a21 cos(ω̂02(t − t2) + φ̂2) t ∈ [t2, t2 + T2).

After propagation through the2 → 1 channel, this secondary beacon
is received byS1 as

y21(t) = α12a21 cos(ω̂02(t − (t2 + τ12)) + φ̂2) + η21(t)

for t ∈ [t2 + τ12, t2 + τ12 +T2) whereη21(t) denotes the AWGN in
the 1 → 2 channel and where we have applied the assumption that
τ21 = τ12 andα21 = α12. From this noisy observation,S1 generates
estimates of the received frequency and phase; these estimates are
denoted aŝω21 and φ̂21, respectively.

In timeslot TS3, bothS1 and S2 transmit to the destination as a
distributed beamformer with carriers generated as periodic extensions
of the secondary beacons received at each source. Since our focus
is on the performance of the distributed beamformer in termsof
the phase difference of the received signals at the destination, we
write the transmissions ofS1 and S2 as unmodulated carriers. The
unmodulated carrier transmitted bySj during TS3 can be written as

xj0(t) = aj0 cos(ω̂j(t − t3j) + φ̂3j) t ∈ [t3j , t3j + T3) (2)

where ω̂j is a frequency estimate atSj that, as discussed in Sec-
tion IV-B, is a function of bothω̂0j andω̂ij , i 6= j. The extrapolated
phase estimates at timest31 and t32 are based on the phase and
frequency estimates obtained from the secondary beacon observations
and can be written as

φ̂31 = φ̂21 + ω̂21(t31 − (t2 + τ12)) and (3)

φ̂32 = φ̂12 + ω̂12(t32 − (t1 + τ12)), (4)

respectively. As for the transmission start timest31 and t32, S1

begins transmitting its carrier immediately upon the conclusion of
the secondary beacon fromS2, hence

t31 = t2 + τ12 + T2 = t0 + τ01 + 2τ12 + T0 + T1 + T2.

If S2 begins transmitting immediately upon the conclusion of its
secondary beacon transmission, its carrier will arrive atD earlier than
S1’s carrier. To synchronize the arrivals of the carriers,S2 should wait
for τdelay = τ01 + τ12 − τ02 after the conclusion of the transmission
of its secondary beacon before transmitting its carrier in timeslot TS3.
This implies that

t32 = t2 + T2 + τdelay = t0 + 2τ01 + 2τ12 − τ02 + T0 + T1 + T2.

By inspection of Figure 1, we note thatτdelay must be non-negative.
Moreover,S2 can directly estimateτdelay by observing the amount
of time that elapses from the end of its primary beacon observation
in TS0 to the start of its secondary beacon observation in TS1, i.e.
τdelay = (t1 + τ12) − (t0 + τ02 + T0).



The signal received atD in TS3 can be written as the sum of both
carrier transmissions after their respective channel delays, i.e.,

y0(t) = α01a10 cos(ω̂1(t − t3) + φ̂31) +

α02a20 cos(ω̂2(t − t3) + φ̂32) + η0(t)

for t ∈ [t3, t3 + T3) where t3 = t31 + τ01 = t32 + τ02. Standard
trigonometric identities can be applied to rewritey0(t) as

y0(t) = abf (t) cos(φbf (t)) + η0(t) t ∈ [t3, t3 + T3) (5)

where

abf (t) :=
p

(α01a10)2 + (α02a20)2 + 2α01a10α02a20 cos(φ∆(t))

φbf (t) := ω̂1(t − t3)+φ̂31+tan−1

»

α02a20 sin(φ∆(t))

α01a10+α02a20 cos(φ∆(t))

–

and where we have defined the carrier phase offset

φ∆(t) := (ω̂2 − ω̂1)(t − t3) + φ̂32 − φ̂31 t ∈ [t3, t3 + T3).

In the special case when carriers arrive at the destination with the
same amplitude, i.e.α01a10 = α02a20 = a, the expressions for
abf (t) andφbf (t) simplify to

abf (t) = 2a cos (φ∆(t)/2) t ∈ [t3, t3 + T3)

φbf (t) =
h

(ω̂1 + ω̂2)(t − t3) + φ̂31 + φ̂32

i

/2

B. Multipath Time-Invariant Channels

The time-slotted round-trip synchronization protocol canalso be
effective in communication systems with multipath LTI channels if
minor modifications are made to account for the transient effects of
the channels. This section summarizes the necessary modifications.

As with single-path channels, the time-slotted synchronization
protocol begins with the transmission of a sinusoidal primary beacon
of durationT0 from the destination as in (1). Since the beacon is of
finite duration, the signals received byS1 andS2 will have an initial
transient component, a steady state component, and a final transient
component. It can be shown that the duration of the steady state
component atSj is equal toT0 − ν0j , whereν0j denotes the delay
spread of channelg0j(t). In order to achieve a steady-state response
at bothS1 andS2, we requireT0 > max(ν01, ν02). The steady-state
portion of the beacon received atSj can then be written as

y0j(t) = α0j cos(ωt + φ0 + θ0j) + η0j(t)

for t ∈ [t0 + τ0j + ν0j , t0 + τ0j + T0) and j ∈ {1, 2}. Each source
usesonly the steady-state portion of their noisy observation in the
first timeslot to compute local estimates of the received frequency
and phase. The transient portions of the observation are ignored.

The second and third timeslots are as described in the single-path
case, with each source transmitting secondary beacons to the other
source using the frequency and extrapolated phase estimates obtained
from the first timeslot. The phase estimates at each source are extrapo-
lated for transmission of the secondary beacons as periodicextensions
of the steady state portion of the primary beacon observations. The
only differences with respect to the single path case are that (i) the
duration of each secondary beacon must exceedν12 = ν21 in order
to ensure a steady-state observation and that (ii) the sources estimate
the received frequency and phase of the secondary beacons using
only the steady-state portion of the observations.

No other modifications to the synchronization protocol are neces-
sary. In the final timeslot, both sources transmit as in (2). Assuming
unmodulated carriers, the steady-state signal received atthe desti-
nation during the final timeslot can be written in the same form as

(5). The net effect of multipath on the synchronization protocol is
that the beacons must be transmitted with durations exceeding the
delay spread of the appropriate channels and that the duration of the
steady-state observations used for phase and frequency estimation are
reduced, with respect to single-path channels, by the delayspread of
the multipath channels.

C. Discussion

Although the events of the time-slotted round-trip synchronization
protocol described in Section III-A are described in terms of some
notion of “true time”t, it is worth mentioning that the protocol does
not assume that nodes share a common time reference. An essential
feature of the protocol is that, in each of the timeslots TS1,TS2,
and TS3, each source transmission is simply a periodic extension
of a beacon received in a previous timeslot. No absolute notion of
“time-zero” is needed since the phase of a source’s transmission
is extrapolated from the estimated initial phase of the appropriate
beacon observation in a previous timeslot. Moreover, each source
transmission in timeslots TS1, TS2, and TS3 is triggered by the
conclusion of a beacon in a prior timeslot. The sources do notfollow
any schedule requiring knowledge of “true time”.

The fact that sources have imperfect local oscillators alsoimplies
that local frequency estimates at each source are relative to the
source’s clock. Suppose, for example, a source’s clockt′ = γt runs at
rateγ with respect to true timet and that the channels are noiseless. A
beacon received at true frequencyω rad/sec will appear to this source
to be received at frequencŷω = ω/γ. Nevertheless, when the source
generates a periodic extension of this signal in a later timeslot, the
frequency of the transmission will be equal to the product ofthe local
estimate and the local relative clock rate, i.e.ω. Hence, the protocol
does not require the sources to share a common time reference, either
in terms of clock rate or phase.

We also point out that, as long as the half-duplex constraint
is not violated, the absolute starting and ending times of each of
the timeslots are not critical to the performance of the protocol.
Since each source transmission in timeslots TS1, TS2, and TS3
is a periodic extension of a beacon received in a prior timeslot,
gaps of arbitrary duration can be inserted between the timeslots
without directly affecting the phase offset at the destination during
beamforming. Gaps between the timeslots may be needed in practical
systems, for example, to account for processing time at the sources
and/or transient components of beacons received in multipath. In
any case, these gaps do not directly affect the relative phase of the
periodic extensions since they essentially delay the window in which
the periodic extension is transmitted but do not change the phase
or frequency of the periodic extension. As a consequence of this
property, the estimate ofτdelay at S2 in TS3 is not critical if the
beamforming timeslot is sufficiently long. An inaccurate estimate of
τdelay only causesS2’s carrier to begin slightly earlier or later than
S1’s carrier atD; it does not affect the relative phase of the carriers
during beamforming.

IV. PERFORMANCEANALYSIS

This section analyzes the performance of the time-slotted round-
trip carrier synchronization protocol in terms of the carrier phase
offset at the receiver during the beamforming timeslot. In an ideal
beamformer, the amplitudes of the received signals add constructively
at the destination andabf (t) = α01a10 + α02a20. The non-ideal
nature of the distributed beamformer is captured in the carrier phase
offset

φ∆(t) = ω∆(t − t3) + φ∆ t ∈ [t3, t3 + T3) (6)



where ω∆ := ω̂2 − ω̂1 represents the linear phase drift during
beamforming andφ∆ := φ̂32− φ̂31 represents the initial phase offset
at the start of beamforming. Phase and frequency estimationerrors
at each source result in unavoidable initial carrier phase offset at the
start of TS3 as well as linear phase drift over the duration ofTS3. The
following section establishes a vector notation for the eight estimation
errors of the time-slotted round-trip carrier synchronization protocol
and analyzes the joint statistics of these errors to facilitate analysis
of the carrier phase offset during beamforming.

A. Statistics of the Frequency and Phase Estimation Errors

In the time-slotted round-trip carrier synchronization protocol, each
source generates a pair of frequency estimates and a pair of phase
estimates from the primary and secondary beacon observations. We
define the estimation error vector

θ̃ := [ω̃01, ω̃02, ω̃12, ω̃21, φ̃01, φ̃02, φ̃12, φ̃21]
⊤

where ω̃0j := ω̂0j − ω, ω̃ij := ω̂ij − ω̂0i, φ̃0j := φ̂0j − φ0, and
φ̃ij := φ̂ij − φ̂i for j ∈ {1, 2}, i ∈ {1, 2}, andi 6= j. Note that the
frequency and phase estimation errorsω̃0j and φ̃0j are defined with
respect to the primary beacon frequency and phase transmitted by
D → Sj . The frequency and phase estimation errorsω̃ij and φ̃ij are
defined with respect to the secondary beacon frequency and phase
transmitted bySi → Sj .

To facilitate analysis, we assume the estimation error vector is
Gaussian distributed with zero mean and covariance matrixΘ :=
E

h

θ̃θ̃
⊤i

. We note that the frequency estimation errors are all
independent since (i) observations in different timeslotsare affected
by independent noise realizations and (ii) observations atS1 andS2

are affected by independent noise realizations. This is also true of the
phase estimates. The frequency and phase estimates obtained from
the same observation, however, are not independent. Hence,all of
the off-diagonal elements of the covariance matrix are equal to zero
except for the terms cov[ω̃ij φ̃ij ] for i, j ∈ {1, 2}.

The variances on the diagonal ofΘ and the covariances on the
off-diagonals ofΘ can be lower bounded by the Cramer-Rao bound
(CRB). Given a sinusoid of amplitudea in white noise with PSDN0

2
,

the variances and covariance of the frequency and phase estimates
can be lower bounded by [8]

σ2
ω ≥ 12N0/(a

2T 3) (7)

σ2
φ ≥ 4N0/(a

2T ) (8)

cov[ω̃, φ̃] ≥ −6N0/(a
2T 2) (9)

whereT is the duration of the observation.

B. Carrier Frequency Offset

Since each source has a pair of unbiased frequency estimates
prior to the start of beamforming, we can reduce the phase drift
during beamforming by generating the carrier atSj from a linear
combination of the local estimates, i.e.,

ω̂j = µj ω̂0j + (1 − µj)ω̂ij .

In this case, the carrier frequency offset during beamforming can be
written as

ω∆ := ω̂2 − ω̂1 = Γ
⊤
1 θ̃ (10)

where

Γ1 = [1−µ1−µ2,−(1−µ1−µ2), 1−µ2,−(1−µ1), 0, 0, 0, 0]⊤.

It can be shown that the carrier frequency offsetω∆ is Gaussian
distributed with zero mean for any choice ofµ1 and µ2 when the
frequency estimates are unbiased and Gaussian distributed. A good
choice then for the linear combination parametersµ1 and µ2 is
one that minimizes var[ω∆]. For j ∈ {1, 2} and i 6= j, the linear
combination parameters that minimize the variance can be determined
using standard calculus techniques to be

µ∗
j =

1

1 +
σ2

ωji

σ2
ωij

„

σ2
ω01

+σ2
ω02

σ2
ω01

+σ2
ω02

+σ2
ωji

«

C. Initial Carrier Phase Offset

From (3) and (4), the carrier phase offset at the start of beamform-
ing can be written as

φ∆ =
h

φ̂12+ω̂12(t32−(t1+τ12))
i

−
h

φ̂21+ω̂21(t31−(t2+τ12))
i

. (11)

The secondary beacon frequency estimatesω̂21 and ω̂12 can be
written as

ω̂21 = ω̂02 + ω̃21 = ω + ω̃02 + ω̃21 and

ω̂12 = ω̂01 + ω̃12 = ω + ω̃01 + ω̃12

and the phase estimatêφ12 can be written as

φ̂12 = ω̂01T0 + φ̂01 + φ̃12 = (ω + ω̃01)T0 + φ0 + φ̃01 + φ̃12

whereφ̃01 is the primary beacon phase estimation error atS1 andφ̃12

is the secondary beacon phase estimation error error atS2. Similarly,
the phase estimatêφ21 can be written as

φ̂21 = ω̂02(τ01 + τ12 − τ02 + T0 + T1) + φ̂02 + φ̃21

= (ω + ω̃02)(τ01 + τ12 − τ02 + T0 + T1) + φ0 + φ̃02 + φ̃21.

Letting Ψ := t32−(t1+τ12) = τ01 +τ12−τ02 +T1 +T2 and noting
that t31 − (t2 + τ12) = T2, we can plug these results into (11) to get

φ∆ = = Γ
⊤
2 θ̃ (12)

whereΓ2 = [Ψ + T0,−(Ψ + T0), Ψ,−T2, 1,−1, 1,−1]⊤.

D. Statistics of the Phase Offset During Beamforming

Plugging (10) and (12) into (6), we can compactly express the
phase offset during beamforming in terms of the estimation error
vector as

φ∆(t) = [(t − t3)Γ1 + Γ2]
⊤

θ̃ t ∈ [t3, t3 + T3).

Since(t − t3)Γ1 and Γ2 are deterministic and the estimation error
vector is assumed to be Gaussian distributed with zero mean,we
can say that E[φ∆(t)] ∼ N (0, σ2

φ∆(t)) at anyt ∈ [t3, t3 + T3). The
variance of the phase offset can be written as

σ2
φ∆(t) = [(t − t3)Γ1 + Γ2]

⊤
Θ [(t − t3)Γ1 + Γ2] (13)

for any t ∈ [t3, t3 + T3). This result can be used to quantify
the amount of time that the distributed beamformer providesan
acceptable level of carrier phase alignment with a certain level of
confidence. At any timet ∈ [t3, t3 + T3), the probability that the
absolute carrier phase offset is less than a given thresholdλ can be
written as

Prob[|φ∆(t)| < λ] = 1 − 2Q

„

λ

σφ∆
(t)

«

(14)

where Q(x) = 1√
2π

R ∞
x

exp(−t2/2) dt. The CRB results (7), (8),
and (9) can be used to provide a lower bound on the variance of the
phase offset during beamforming and, as such, an upper boundon
Prob[|φ∆(t)| < λ].



E. Numerical Results

In this section, we present numerical examples of the time-
slotted round-trip carrier synchronization protocol in single-path time-
invariant channels. All beacons are transmitted with unit amplitude
and each channel is assumed to have unit gain, random propagation
delay, and an AWGN PSD ofN0 = 2.25 · 10−12 W/Hz. The
primary beacon frequency isω = 2π · 900 · 106 radians/second.
Both sources generate carrier frequencies with the optimumlinear
combining factorsµ∗

1 andµ∗
2 derived in Section IV-B.

Figure 2 plots Prob[|φ∆(t)| < λ] versus beamforming duration
when the primary beacon duration is fixed atT0 = 1µs and the
secondary beacon durations are fixed atT1 = T2 = 2µs. Both
sources generate maximum likelihood phase and frequency estimates
of the primary and secondary beacon observations. In addition to the
experimental results, Figure 2 also plots the theoretical predictions
for Prob[|φ∆(t)| < λ] using (13), (14), and the CRB.

The results in Figure 2 demonstrate that it is possible for the
distributed beamformer to provide near-ideal performancewith high
confidence for a duration much longer than the amount of time
spent synchronizing the sources. For example, in the case shown in
Figure 2, the beamformer can be expected to maintain an amplitude
within 90% of ideal with 95% confidence, i.e. Prob[cos(φ∆(t)/2) ≥
0.9] ≥ 0.95, for t − t3 > 300µs. The total time spent synchro-
nizing the carriers in this example was only5µs, however. This
result suggests that the gain obtained by beamforming (in terms of
rate improvement or energy savings) is likely to far outweigh the
synchronization costs (rate and/or energy loss) in this case.

To understand the effect of the beacon durations on the per-
formance of the beamformer, Figure 3 plots the 95% confidence
beamforming time given a 90%-ideal beamforming quality threshold
(λ = 2 cos−1(0.9)) using the CRB analytical predictions. All other
parameters are identical to Figure 2. The results in Figure 3show
that the 95% confidence beamforming times are approximatelyflat
when the secondary beacon durations are significantly shorter than
the primary beacon duration. When the secondary beacon durations
begin to exceed the primary beacon duration, the 95% confidence
beamforming times increase at a rate proportional to the secondary
beacon durations. If the secondary beacon durations becometoo long,
however, the 95% confidence beamforming time quickly drops to
zero. This is due to the fact that the extrapolated phase estimates
from the primary beacon become increasingly inaccurate forlonger
secondary beacon durations. Hence, for a fixed primary beacon
duration, these results suggest that the best performance is achieved
when the secondary beacon durations are selected to exceed the
primary beacon duration, but not by too much.

V. CONCLUSIONS

This paper describes an explicit method for synchronizing the
carriers of two sources in a cooperative communication system with
one destination. The performance of the proposed synchronization
system is investigated in terms of the phase offset of the distributed
beamformer at the intended destination and the expected beamform-
ing time before resynchronization is required. Our resultssuggest that
the overhead required to synchronize the carriers of the sources can
be small with respect to the potential beamforming gains.
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