ECE4703 Final Exam

Your Name: S0LwTioN Your box #:

December 18, 2008

Tips:

e Look over all of the questions before starting.

e Budget your time to allow yourself enough time to work on each question.
e Write neatly and show your work!

e This exam is worth a total of 200 points.

e Attach your “cheat sheet” to the exam when you hand it in.

problem1 problem2 problem3 problem4  total nal exam score

40 points 50 points 60 points 50 points 200 points




1. 40 points. Suppose you write a frame-based DSP program that calculates a result on a buffer
of N input samples. After profiling the code for various values of N, you determine that the
number of cycles to compute the matrix inverse follows the trend

N2
cycles = 100+ -
If your sampling rate is f; = 8000Hz, your DSP clock rate is 225MHz, and all processing is
performed on a frame-by-frame basis, how large can N be before your program will no longer
run in real-time? Explain your answer.
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2. 50 points total. Suppose you wish to compute the 4-point FFT of the array
x = {z(0), z[1], z[2], z[3]}.
The output of the FFT is denoted as
X =FFT(z) = {X[0], X[1], X[2], X [3]}

As shown in the figure below, you know that you need to call a 2-point FFT function twice
in order to compute the 4-point FFT. Denote the output of the first 2-point FFT call as
Y ={Y[0],Y[1]} and the output of the second 2-point FFT call as Z = {Z[0], Z[1]}.
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3. 60 points total. Consider the system identification adaptive filtering system shown below.
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For the following questions, assume that

the mean squared value of the input noise z[n] is one, i.e. E [z%[n]] =1,
the unknown filter coefficients are b = [0.1,0.5,0.3],
the LMS adaptive filter b coefficients are initialized to zero prior to adaptation, and

the LMS step-size is small enough to allow for convergence of the algorithm to the
minimum mean squared error (MMSE) solution.

(a) 20 points. Suppose that D = 0 (no delay) and that b has three coefficients. What will b
be after convergence of the LMS algorithm? What will the MMSE be after convergence?

afer cw\/ev?mca} b= Eo.\/ O,SI 0.3] amgd MMSE -2 0

(b) 20 points. Now suppose D = 0 (no delay) and that b has two coefficients. What will b
be after convergence of the LMS algorithm? What will the MMSE be after convergence?
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The MMSE in Dwis cose jstran ELe (1) = 0.09 E[x*[1)= 0,09.

(c) 20 points. For the case when b has two coefficients, find the value of D that leads to
the lowest possible MMSE. For this value of D, what will b be after convergence of the
LMS algorithm? For this value of D, what will the MMSE be after convergence?
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4. 50 points total. Suppose your DSP is running the assembly code given on the last page of
this exam (taken from the Kehtarnavaz examples).

~Ta) 10 pts. Draw a box around the instruction(s) in the third fetch packet. Label it FP3.
Ab) 10 pts. Draw a box around the instruction(s) in the third execute packet. Label it EP3.

_~(¢) 10 points. Suppose the SHR instruction on line 17 is currently in pipeline stage E1. Put
a pound sign (#) next to the instruction(s) currently in pipeline stage DP.
(d) 10 points. Including the 5 NOP cycles at the end of the listing, how many cycles does
this code require to execute?

Q\O cycles

(e) 10 points. Suppose the first LDW instruction results in A5=11, the second LDW in-
struction results in A5=12, and the third LDW instruction results in A5=13. Similarly,
suppose the first LDH instruction results in B5=1, the second LDH instruction results in
B5=2, and the third LDH instruction results in B5=3 (all values are decimal). Compute
the results of the first and second MPY instructions (lines 13 and 14). Explain your
answer.

Fivst wwthply = Ix 1= | /SL;gvc/r:gﬁsﬂer first

24 (gcyclej afle
$e cond LDW [cDH

L

Second muwihply = 2 %12

(LD\,J 2 LDH lhave H delay 5\04'5},



-8 3 Kskakskokok ok ok ok ool o oo ekt ool o b ook sk ok o s sk o sk sk ke o ke ook sl sk e sl sl el o ok sk ok ok s o ok e o ook ok e ok ok ok ok

T o This code is written by N. Kehtarnavaz and N. Kim as part of the
6 * textbook "Real-Time Digital Signal Processing Based on TMS320C6000".
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-3 .global _iir ; Simple iir filter implementation
-2 .8ect ".iir"
-1
T = S S -
T ZERO  .S1  A10 ; BSUM o
£p! 2 I ZERO .52 B10O ; ASUM
3 LDW .D1 *Ad++ ,AS ; Load input sample (A5=11)
4 1l LDH_ D2 #B4+s,B5 5 Load b coefficient (B5=1) PPl
5 LDW. .D1 *Ad++ A5 ; Load input sample (A5=12)
EP2 ¢ L LDH  .D2___ *Bd++,BS ; Load b coefficient (B5=2)
f LDW .D1 *A4++,AB ; Load input sample (A5=13
EP3 rs I LDH .D2 *B4++,B5 ; Load b coefficient (B5=3)
) LDW .D1 *++A6,A7 ; Load output sample
EPYy 1o I LDH .D2 *++B6,B7 ; Load a coefficient
11 LDW .D1 *++46,A7 ; Load output sample
EPS g9 I LDi  .D2  *++B6,B7 ; Load a coefficient FP2
13 MPY Mix A5, B5, A8 s b % dinput
14 MPY ~ Mix A5, B5, A8 ; b * input
FLE SHR .51 A8, 15, A9 ; Shift right
16 [ MPY Mix A5, BS, A8 .. __ i b * input
17 SHR .81 A8, 15, A9 ; Shift right
EV =) 18 I ADD .L1 A9, A10, A10  ; Add FP3
19 I MPY M2x A7, B7, B8 ; a * output
20 SHR .81 A8, 15, A9 ; Shift right
pl—>1| 21 I ADD L1 A9, A10, Al10 ; Add
22 I MPY M2x A7, B7, B8 ; a * output
) 23 :ﬂ ADD .L1 A9, A10, Al10 ; Add
[ 24 Il SHR 82 .. B8, 15, B9 ;. Shift right
25 SHR .52 B8, 15, B9 ; Shift right
26 M ADD g2 B9..B10, B1O i Add .
27 ADD .L2 B9, B10, B1O ; Add
® e L1 A10, B10, A4  ; BSUM - ASUM
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