ECE4703 Final Exam

Your Name: SoLy TIoAN Your box #:

December 15, 2011

Tips:

o Look over all of the questions before starting.

e Budget your time to allow yourself enough time to work on each question.
e Write neatly and show your work!

o This exam is worth a total of 200 points.

o Attach your “cheat sheet” to the exam when you hand it in.

problem1 problem2 problem3 problem4 total final exam score

40 points 50 points 60 points 50 points 200 points




. 40 points total. Suppose you write a frame-based RT-DSP program processes a buffer of N
input samples and lights up an LED if a certain type of signal is detected in the buffer. After
profiling the code for various values of N, you determine that the number of cycles to process
the length-N buffer follows the trend

CPU cycles = 90+ 6N +3N2,

(2) 10 points. If “CPU cycles” = “operations”, what is the asymptotic complexity of your
algorithm?

m dS\{Np'}vH(_CM(?\ev‘ﬁ-lj B e(t\\&) S\A‘ce

0% m Qo+ 6N-<3N*
Nox N 23>0

TWQ‘FOF\Aw(‘;m—“ w'r N.

(b) 30 points. If your sampling rate is f; = 8000Hz, your DSP clock rate is 225MHz, and
all processing is performed on a frame-by-frame basis, how large can N be before your
program will no longer run in real-time? Explain your answer. Hint: You may derive
an approximate solution by assuming N is large enough such that CPU cycles ~ 3N2.
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2. 50 points. Suppose you have an array & = [1,2] and another array y = [3,4].

(a) 10 points. Compute z = & * ¥ where * denotes linear convolution.
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(b) 20 points. Compute X = FFTa(x), Y = FFT2(y), Z = X - Y where - is an element-
wise product, and 2 = IFFT2(Z). Explain why 2 is not the same as the z in part (a).
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(c) 20 points. Describe how you would modify the procedure in part (b) so that the final
result Z = z. You do not need to perform all of the steps, but be specific.
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3. 60 points total. Consider the system identification adaptive filtering system shown below.
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For the following questions, assume that

o E {mz[n]} = o2,
e the unknown system filter coefficients are h = [1, -2, 1],
e the LMS adaptive filter & has five coefficients initialized to zero prior to adaptation, and

%—————
e the LMS step-size u is small enough to allow for convergence of the algorithm to the
minimum mean squared error (MMSE) solution.

(a) 20 points. Suppose you write correct code for the LMS algorithm and let it run for a
while. What will A be when you halt execution?
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continued...



(b) 20 points. Recall that e[r] = d[n] — y[n]. Suppose you accidentally write your LMS
code to compute e[n] = y[n] — d[n] but your LMS code is otherwise correct. What will
happen?
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(c) 20 points. Suppose you accidentally write your LMS code to compute e[n] = z[n] — y[n),
e.g. you accidentally swapped your input channels, but your LMS code is otherwise
correct. What will happen?
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4. 50 points total. Consider the C6713 C-callable assembly function on the next page. This
function computes y = az? + bz + ¢ where all parameters a,b, ¢,z are floats and passed into
the function through the function call with prototype

float q(float a, float b, float c, float x)

(a) 10 points. How many total cycles does it take for this function to execute? Include all
cycles from the beginning of the function through the NOP 5 instruction at the end.

22 cyc \es

(b) 40 points. Rewrite this C-callable assembly function to improve its efficiency while still
producing the correct result. Credit will be awarded based on the number of cycles in
your ASM function. Your answer must be orderly to receive full credit.
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; this function computes y = ax"2+bx+c
; input parameters

B6, B6, B7
3

A4, B7, A5
B4, B6, B8

A5, BB, A8

A8, A6, A4

'3
B3

5

i A =a

;i B4=0bD

7 A6 =c

; B6=x

; output parameters
i M=y
MPYSP .M2
NOP

MPYSP  .Mix
MPYSP .M2
NOP 3
ADDSP  .Lix
NOP 3
ADDSP- .L1
NOP

B

NOP

.end

compute x°2

compute A5 = ax"2
compute B8 = bx

ax”~2+bx

compute A8

compute A4 = ax"2+bx+c

; branch back to calling function



