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Abstract— In this paper we analyze the performance of an 
autoregressive MIMO channel predictor on outdoor data 
collected with both vehicular and pedestrian transmitter motion.  
The metric of performance considered is aggregate beamforming 
gain obtained using dominant eigenmode MIMO 
communications when the transmit beamforming vector is chosen 
based on the channel prediction.  We show that while the 
prediction range obtained on this real data is somewhat less than 
earlier published results based on simulated data, we are still able 
to obtain 2X to 3X greater feedback latency tolerance than 
without using these predictive techniques.      

I. INTRODUCTION 
Communications channel prediction is an essential 

technique for utilizing adaptive transmission schemes in 
scenarios where the channel varies rapidly due to motion and 
multipath.  The adaptive transmission scheme of particular 
interest to the authors is informed transmitter MIMO across a 
distributed transmit array such as that shown in Fig. 1 .  
Coherent transmission (beamforming) across a distributed 
network of radios causes the expected received power to grow 
quadratically with the number of transmitting radios.  This 
feature can enable long distance communications using a 
network of small, low-power radios [1-7].   

 
Fig. 1  Receiver-coordinated distributed transmit beamforming allows an ad-
hoc network of transmitters to achieve longer communication ranges. 

If it were possible to know the current channel state 
information at the transmit array, the size of the distributed 
array could be chosen to achieve arbitrarily long uplink ranges, 
but unfortunately estimation of the MIMO channel coefficients 
does not scale with the size of the array.  As communications 
range increases, the per-channel SNR decreases and more 
integration time must be used during channel sounding to 

achieve an accurate CSI estimate.  This effect is shown in Fig. 
2 for a feedback-based system that interleaves incoherent 
channel sounding slots and coherent uplink beamforming slots.  
This CSI estimation requirement ultimately limits the 
communications range that can be achieved using feedback-
based informed transmit techniques in dynamic channel 
environments [8-10].  The minimum latency of the CSI 
feedback is half the channel sounding interval plus the time 
needed to calculate the CSI from the sounding samples and 
feed this back over the downlink channel.     

 
Fig. 2  Feedback latency is fundamentally limited by the duration of the 

channel sounding which must increase as per-channel SNR decreases at long 
ranges.   

This minimum latency can easily be greater than the 
interval over which the channel can be modeled as stationary.  
In these situations, channel prediction techniques can increase 
the amount of latency that can be tolerated. 

Dozens papers have addressed the problem of multipath 
channel prediction (see [11] for survey).  The communications 
channel is generally modeled as a superposition of paths, each 
with its own complex amplitude and Doppler frequency which 
are either constant or change very slowly (Fig. 3 ).   
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Fig. 3  Superposition of scattering paths leads to sum-of-sinusoids channel 
evolution model. 

The majority of papers use a sum-of-sinusoids (1) or 
autoregressive process (2) to model the channel.   

 

(1) 

 

(2) 

The best SISO channel predictors have an accurate 
envelope prediction range (time) of λ/V to 1.5 λ/V in rich 
multipath scattering environments [12], where λ is the 
wavelength and V is the vehicle velocity.  A CRLB analysis 
[13] suggests that MIMO channels can be predicted over 
considerably longer intervals than SISO channels by exploiting 
the common Doppler shifts of different propagation paths and 
the spatial structure imposed by the transmit and receive 
antenna array manifolds.   

All published prediction results, to the authors’ knowledge, 
have used simulated channels or idealized move-stop-move 
indoor channel measurements.  The contribution of this work is 
the analysis of data from an outdoor MIMO collection 
campaign 

II. DATA COLLECTION & PROCESSING 

A. Collection 
In May 2012 a series of data collections was performed by 

MIT Lincoln Laboratory at their campus on Hanscom Air 
Force Base in Lexington, MA.  The collections utilized a 4 
channel transmitter and an 8 channel receiver.  In all 
collections, the receive antennas mounted on the top of a van 
(Fig. 4 right) which was stationary throughout the duration of 
the collection.  Three different configurations of the four 
transmit antennas were used (Fig. 4 left): 

1. A static linear array of transmit antennas 

2. Transmit antennas mounted to the top of a truck, circling a 
parking structure at ~10mph. 

3. Transmit antennas hand-held while people are bobbing and 
changing orientation 

 
Fig. 4  MIMO collection configuration.   

In each configuration, independent PN sequences from each 
of the four transmit antennas and simultaneously sampled from 
the eight receive antennas.  In this collection, a common 
oscillator was used for the transmitters as well as the receivers 

and both oscillators were disciplined to GPS, thus the channel 
dynamics are entirely due to transmitter or environmental 
motion.  The parameters of the collection are summarized in 
TABLE I.  

TABLE I.  EXPERIMENT PARAMETERS 

Parameter Value 
# Antennas TX: 4 RX: 8 
Height TX: 16m RX: 2m 
Frequency 375 MHz 
Bandwidth 800 kHz 
Range 1.5 km 
Duration ~1s 

 

B. Channel Estimation 
In order to apply channel prediction techniques to the 

MIMO channels, it was first necessary to estimate these 
channels from the eight channels of receive samples knowing 
the four PN sequences transmitted.  Each of the 4x8 = 32 SISO 
channels was modeled as a 20-tap FIR filter and the LMS 
algorithm was used to adaptively estimate the channel 
coefficients to minimize the mean square error (Fig. 5 ). 

 
Fig. 5  LMS provides a recursive solution for the minimum mean square 

(MMSE) channel estimate 

As illustrates, the LMS residual error is low, suggesting that the 
technique is generating good channel estimates. 

 
Fig. 6  Average LMS error residual power is typically 1-5% of the measured 

output signal power. 

After processing, the resulting channel coefficients form a four-
dimensional dataset indexed by transmitter, receiver, delay tap 
and time (in 1ms increments).  Fig. 7 shows the MIMO channel 
for three of the four transmitters, all 8 receivers and the middle 
14 taps for one particular point in time.  Here phase is mapped 
to hue and magnitude is mapped to intensity. 
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Fig. 7  Frequency selective MIMO channel at one snapshot in time. 

C. Channel Prediction 
For the purposes of this analysis, we treat each tap of each 

transmit-receive pair as an independent AR(2) process and fit 
the coefficients to the evolution of the estimated channel.  Let 
x[n] denote the channel coefficient corresponding to a 
particular (tap, TX channel, RX channel) triplet, then we model 

][]2[]1[][ 21 nunxanxanx +−+−=  (3) 

where ][nu  is assumed to be a white noise process sequence.  
Each tap, transmitter, receiver triplet gets its own set of 
complex AR coefficients.  We utilized the Burg method to 
estimate these coefficients.  The Burg method guarantees a 
stable AR process model.   

Once the AR process coefficients for a particular channel 
are estimated, they can be used to predict the value of the 
channel in the future.  We can rewrite (3) as 
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(4) 

Given our assumption on the AR process noise, the MMSE p-
step predictor is simply 

][][ˆ npn p
ar xAx =+ , (5) 

 

where x[n] corresponds to the known channel state at time n as 
generated by the LMS algorithm above.  It is natural to 
compare the performance of this predictor against the “trivial” 
stationary predictor given by 

][][ˆ npntriv xx =+ , (6) 
Fig. 8 shows the performance of the AR predictor against the 
true channel when using 60ms of training and predicting ahead 
40ms.   

 
Fig. 8  Two examples of channel prediction performance against collected 

data for transmitters on a 10mph truck. 

III. PERFORMANCE 

A. Performance Metric 
Most previous work on channel prediction has directly 

characterized the channel tracking accuracy; however this is 
only indirectly related to communications performance.  The 
motivating application for this work is feedback-based 
dominant eigenmode MIMO communications, which uses 
beamforming on transmit and receive to maximize the 
aggregate SNR of the SISO channel formed.  In this context, 
achieved beamforming is the appropriate performance metric 
for comparing the performance of a channel prediction scheme.  

Fig. 9 illustrates dominant eigenmode MIMO 
communications where transmit and receive beamforming 
vectors are chosen to maximize the SNR of the resulting SISO 
channel.   

 
Fig. 9  Dominant eigenmode MIMO communications 

When the true channel matrix Htrue[n] of a frequency-flat 
MIMO channel is known, the optimal beamforming vectors are 
obtained by first performing a singular value decomposition of 
the channel 

Hnnnn ][][][][true VSUH =  (7) 
and then selecting the receive and transmit beamforming 
vectors to be the left and right singular vectors corresponding 
to the largest (dominant) singular value 

][][ 1
RX
opt nn uw = , ][][ 1

TX
opt nn vw =  (8) 

in which case the maximum beamforming gain of S11[n] is 
achieved. 

The true channel matrix is not available at the transmitter 
primarily because of the feedback latencies discussed above 
and the transmitter must rely on an estimate ][ˆ nH  of the 
channel provided by the receiver.  This estimate can be 
obtained using channel prediction techniques.  The optimal 
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transmit beamforming vector given this channel estimate is the 
dominant right singular vector of the estimate 

][ˆ][ˆ 1
TX nn vw =  where Hnnnn ][ˆ][ˆ][ˆ][ˆ VSUH =  (9) 

We note, however, that while feedback latency affects the 
fidelity of the channel estimate available to the transmitter, the 
receiver knows the current true channel state (up to channel 
estimation error which we ignore here) and can use this 
knowledge, along with the transmitters chosen beamforming 
vector, in selecting its receive beamforming vector.  In a white-
noise interference environment, the receive beamforming 
vector that maximizes beamforming gain is the matched filter 
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The beamforming loss, relative to omniscient knowledge of 
the channel can be calculated for a particular channel estimator 
as 
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These equations generalize to a frequency selective 
formulation. 

B. Evaluation Methodology 
Channel prediction performance was computed as follows: 

• STEP 1: The AR model discussed above was used to 
independently predict each component (tap, transmitter, 
receiver) of the MIMO channel for prediction ranges of 
10ms, 30ms, 50ms and 100ms. 

• STEP 2:  Beamforming gain was computed for (a) the true 
channel (optimal beamforming), (b) the AR-predicted 
channal and (c) the trivial channel predictor obtained by 
assuming a stationary channel. 

Fig. 10 and Fig. 11 show, respectively, the beamforming 
performance of the AR(2) channel predictor and the trivial 
channel predictor at 3 different prediction intervals.  The AR(2) 
predictor clearly out-performs the stationary predictor for 
vehicular motion. 

 

Fig. 10  Beamforming gain (top) and relative beamforming loss (bottom) for 
the 10mph truck collection.  Three different prediction intervals show 

performance of omniscient channel knowledge (black), the AR(2) predictor 
(blue) and the trivial stationary estimate (green).  

 
Fig. 11  Beamforming gain (top) and relative beamforming loss (bottom) for 
the “people bobbing” collection.  Three different prediction intervals show 
performance of omniscient channel knowledge (black), the AR(2) predictor 

(blue) and the trivial stationary estimate (green).  

C. Beamforming Loss Distributions 
Fig. 12 shows the cumulative distribution (over time) of the 

channel predictors. 

 
Fig. 12  Cumulative distributions of beamforming loss (relative to omniscient 
channel knowledge) for the AR(2) (blue) and trivial (red) predictors at three 

different prediction ranges. 
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We use the dashed 95% point to quantify the beamforming 
loss vs. prediction range for the channel predictors. 

IV. CONCLUSIONS AND FUTURE WORK 
TABLE II. summarizes the prediction performance of the 

AR and trivial channel predictors against the vehicular and 
pedestrian data collections as well as the expected performance 
of AR SISO channel predictors documented in the literature. 

TABLE II.  RESULTS SUMMARY 

 Vehicular Pedestrian 
Wavelength 0.8 m 
Maximum velocity 4.5 m/s ~1 m/s 
Prediction range 
(λ/V to 1.5λ/V) 

180ms to 280ms 800ms to 1200ms 

AR predictor range ~100ms ~60ms 
Trivial predictor range ~30ms ~30ms 

 

As defined, the AR(2) predictor offers a channel prediction 
range of about 0.5 λ/V for a vehicular motion channel and only 
a 0.1 λ/V prediction range for a channel with pedestrian motion 
dynamics.  In contrast, simulation results from the literature 
suggest that prediction ranges of 1.0 λ/V to 1.5 λ/V are 
possible using AR channel predictors.  The performance 
mismatch is likely because the assumption of nearly-constant 
path amplitudes and Doppler frequency shifts is less applicable 
to these datasets.  Nevertheless, the AR(2) predictor supports 
2X (pedestrian) or 3X (vehicular) greater latencies than the 
trivial predictor.   

Future work in this area may attempt to incorporate the 
spatial and delay structures of the MIMO channel into the AR 
model as suggested in [13].  This approach is challenging 
because it introduces non-linearities into the channel model. 
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