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Abstract— This paper investigates the problem of efficient
power allocation in a wireless communication system with two
cooperating sources and one destination. The sources in the
system each transmit information to a single destination at a
fixed SNR target and cooperate via an orthogonal amplify-and-
forward protocol with two timeslots. We develop a framework
for power allocation in this scenario around the concept of
“cooperation ratios” and derive expressions for the transmit
power required by each source to achieve their SNR targets as
a function of these cooperation ratios. Numerical examples are
presented for time-invariant channels as well as Rayleigh fading
channels. Our results show that cooperation does not reduce
required transmit powers when both sources have symmetric
time-invariant channels to the destination. When sources have
asymmetric time-invariant channels to the destination, total
power is minimized when only the source with the stronger
channel cooperates. In the case of Rayleigh fading channels, we
demonstrate that mutual cooperation can minimize the average
total required transmit power and can also lead to a reduction
in average required transmit power for both sources.

I. INTRODUCTION

Recently, researchers have recognized that spatial diversity
can be achieved in multiuser communication systems even
if the nodes in the system each have only one antenna.
Sendonaris, Erkip, and Aazhang were the first to propose the
concept of user cooperation diversity where nearby users in
a cellular system form cooperative “partnerships” by sharing
their antennas to achieve increased rate or decreased outage
probability in the uplink [1]. Since this seminal work, there has
been a growing interest in developing cooperative transmission
protocols and understanding the performance limits of user
cooperation diversity, c.f. [2]–[6].

In addition to its demonstrated potential for increased rate
or decreased outage probability, the user cooperation diversity
can also potentially reduce the transmit power required by
nodes to meet QoS targets and, consequently, extend the
battery life of cooperating nodes [1]. This may be particularly
important in energy-constrained scenarios such as sensor net-
works. Cooperative transmission is unique, however, in that it
requires autonomous nodes to allocate transmit power between
selfish and cooperative transmissions. Inefficient allocation of
transmit power could lead to worse power efficiency than
no cooperation. The primary focus of this paper is on the
problem of how to allocate transmit power between selfish
and cooperative transmissions in order to maximize power

efficiency in a wireless communication system with two co-
operating nodes communicating independent information over
orthogonal subchannels to one destination. Our analysis also
considers the problem of fairness: Under what conditions
do both nodes benefit (in terms of reduced transmit power)
from cooperation? This question may be important towards
developing a better understanding of the problem of inducing
cooperation between autonomous nodes.

II. SYSTEM MODEL AND COOPERATIVE PROTOCOL

The two-source cooperative transmission system model con-
sidered in this paper is shown in Figure 1. The channels are
assumed to be flat and either time-invariant or block-fading
where their value is randomly generated but remains constant
over both timeslots of the cooperative protocol described
below. The channels are also assumed to be known to both
sources as well as the destination.
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Fig. 1. Two-source cooperative transmission system model.

The two-source amplify-and-forward [7] cooperative trans-
mission protocol is given in Table I. Transmission occurs in
two timeslots: each source transmits its own information in
the first timeslot; the second timeslot is used for cooperative
retransmission. We denote the ith source’s zero-mean unit-
variance information symbol as xi, the ith source’s amplitude
in the kth timeslot as ai[k] ≥ 0, and the ith source’s transmis-
sion in the kth timeslot as ti[k]. The j th source in the system
receives the signal sent by the ith source in timeslot k as

rij [k] = hijti[k] + vij [k]

where hij is the (scalar) channel gain in orthogonal channel
i between source i and source j and vij [k] is the zero-mean
noise in this channel with variance σ2

v > 0.



TABLE I

TWO-SOURCE AMPLIFY-AND-FORWARD COOPERATIVE PROTOCOL.

timeslot 1 timeslot 2

Source 1 t1[1] = a1[1]x1 t1[2] = a1[2]r21[1]

Source 2 t2[1] = a2[1]x2 t2[2] = a2[2]r12[1]

The signal received by the destination in the i th orthogonal
channel in timeslot k is given as

yi[k] = giti[k] + wi[k]

where gi is the scalar channel gain between the i th user
and the destination and wi[k] is the zero-mean noise in this
channel with variance σ2

w > 0 . The destination forms the
decision statistic for the ith user’s information symbol as a
linear combination of the two relevant observations, i.e.,

y1 = b1[1]y1[1] + b2[2]y2[2]
y2 = b2[1]y2[1] + b1[2]y1[2]

where bi[k] are the linear combination parameters selected by
the destination to maximize the SNR of the decision statistics.
Note that there is no multiaccess interference due to the
orthogonality of all transmissions in this protocol.

III. TRANSMIT POWER AND SNR ANALYSIS

Given the system model and cooperative transmit protocol
described in Section II, we consider the problem of efficiently
allocating transmit power in order to achieve a pair of fixed
SNR targets, denoted as SNR1 and SNR2, at the destination.
In the absence of cooperation, the orthogonality of the sources
makes the solution to this problem straightforward. The SNR
targets will be satisfied iff Pi = a2

i [1] ≥ (σ2
w/g2

i )SNRi

where Pi denotes the transmit power of the i th source. The
problem of power allocation in the cooperative scenario is
less straightforward, however, due to the fact that there are
four transmit powers to specify with only two constraints. This
section develops an analytical framework for power allocation
in the two-source cooperative transmission scenario in order
to better understand how cooperation influences the individual
power requirements of each source as well as the total power
requirement for both sources.

A. Transmit Powers and Cooperation Ratios

The first step in our analysis is to calculate the transmit
power for each source in the original and cooperative times-
lots. Denoting the transmit power of source i in timeslot k
as Pi[k] := E[t2i [k]], the transmit powers in each timeslot
(conditioned on the channel realizations) are given explicitly
in Table II. The total transmit power for source i is given as
Pi = Pi[1]+Pi[2] and the total transmit power over all sources
is given as Ptot = P1 + P2.

From the power expressions in Table II, we can define a
“cooperation ratio” parameter for each source in the system.
The ith source’s cooperation ratio is defined as the ratio of

TABLE II

TRANSMIT POWERS BY SOURCE AND TIMESLOT.

timeslot 1 timeslot 2

Source 1 P1[1] = a2
1[1] P1[2] = a2

1[2]
`
h2
21a2

2[1] + σ2
v

´

Source 2 P2[1] = a2
2[1] P2[2] = a2

2[2]
`
h2
12a2

1[1] + σ2
v

´

the power of the ith source’s cooperative retransmission to the
power of the original transmission of source j (i �= j). Using
the results from Table II, we can write the cooperation ratios
for the ith source as

αi :=
Pi[2]
Pj [1]

=
a2

i [2]
(
h2

jia
2
j [1] + σ2

v

)
a2

j [1]
i, j ∈ {1, 2}

for 0 ≤ αi < ∞ and j �= i. We note that the noncooperative
case corresponds to α1 = α2 = 0.

B. Destination Processing and SNR

The next step in our analysis is to derive expressions for
the SNR of y1 and y2 at the destination under the assump-
tion that the destination optimally combines the observations
{y1[1], y1[2], y2[1], y2[2]} to maximize SNR. Assuming that all
of the noise terms in the observations are mutually independent
as well as independent of the data, it can be shown that
maximal ratio combining (MRC) at the destination maximizes
the SNR of y1 and y2. The MRC combining coefficients can
be written as

b2[2]
b1[1]

=
g2h12a2[2]σ2

w

g1 (σ2
w + g2

2a
2
2[2]σ2

v)
b1[2]
b2[1]

=
g1h21a1[2]σ2

w

g2 (σ2
w + g2

1a
2
1[2]σ2

v)

and the resulting SNRs with MRC at the destination can be
expressed as

SNR1 =
g2
1a

2
1[1]

σ2
w

+
g2
2a

2
2[2]h2

12a
2
1[1]

σ2
w + g2

2a
2
2[2]σ2

v

(1)

SNR2 =
g2
2a

2
2[1]

σ2
w

+
g2
1a

2
1[2]h2

21a
2
2[1]

σ2
w + g2

1a
2
1[2]σ2

v

. (2)

Substituting the cooperation ratios and the transmit powers
from Table II into these expressions, we can rewrite the SNR
of each source as

SNR1 =
g2
1P1[1]
σ2

w

+
α2P

2
1 [1]g2

2h
2
12

σ2
w(h2

12P1[1] + σ2
v) + α2P1[1]g2

2σ
2
v

SNR2 =
g2
2P2[1]
σ2

w

+
α1P

2
2 [1]g2

1h
2
21

σ2
w(h2

21P2[1] + σ2
v) + α1P2[1]g2

1σ
2
v

.

We note that specification of the SNR targets {SNR1, SNR2}
as well as the cooperation ratios {α1, α2} fully determines the
minimum transmit powers for both sources in first timeslot
and the resulting cooperative transmit powers in the second
timeslot.



IV. RESULTS

This section uses the analysis of Section III to examine the
transmit power required by each source as well as the total
transmit power required to satisfy a pair of SNR targets SNR1

and SNR2 at a fixed level of cooperation specified by α1 and
α2. We consider two scenarios distinguished by the channel
model: time-invariant channels and Rayleigh fading channels.
Numerical examples are presented in order to develop insight
into the following questions:

1) What choice of cooperation ratios α1 and α2 minimize
the total required transmit power Ptot?

2) How can we describe the set of mutually beneficial
cooperation ratios A = {0 < α1, α2 < ∞|Pi(α1, α2) <
Pi(0, 0)∀i ∈ {1, 2}}? Under what conditions is this set
empty or non-empty?

All numerical results in this section have fixed SNR targets
specified as SNR1 = SNR2 = 10dB.

A. Time-Invariant Channels

In this section, we examine the transmit power requirements
for the case when all of the channels in Figure 1 are all
modeled as time-invariant. We first consider the case where
g1 = g2 and h12 = h21, i.e., symmetric channels. In this
case, it can be shown that cooperative transmission can result
in reduced individual transmit power for one source at the
expense of increased transmit power for the other source. A
simultaneous reduction in individual transmit powers P1 and
P2 with respect to the noncooperative case is not possible,
however, hence A = ∅. Moreover, the total required transmit
power is minimized when α1 = α2 = 0. In other words,
cooperation cannot provide a reduction in total transmit power
with respect to the noncooperative case. These results can be
intuitively explained by the fact that, if all of the channels are
symmetric, it is more effective to put power into the the first
timeslot than to amplify and forward the noisy signal from
the other source in the second timeslot. Figure 2 shows the
required transmit powers P1, P2, and Ptot as a function of the
cooperation ratios α1 and α2 for a particular example of the
symmetric time-invariant channel case.

A more interesting case occurs when the source-destination
channels g1 and g2 are asymmetric. In this case, it can be
shown that, like the symmetric case, cooperative transmission
can reduce the individual transmit power for one source
at the expense of increased transmit power for the other
source. A simultaneous reduction in individual transmit powers
is not possible and, again, A = ∅. Unlike the symmetric
case, however, as long as the source-source channel is better
than the weaker source-destination channel, cooperation can
reduce the total required transmit power with respect to the
noncooperative case when the source with the stronger source-
destination channel cooperates. In this sense, mutual coopera-
tion is undesirable: only the source with the stronger channel
to the destination should retransmit in the second timeslot.
Figure 3 shows a particular example of the time-invariant
asymmetric channel case when g1 < g2 and h12 = h21.

B. Fading Channels

In this section, we analyze the average transmit power
required to meet the fixed SNR targets {SNR1, SNR2} for
a fixed set of cooperation ratios {α1, α2} in the case when all
of the channels in Figure 1 are modeled as flat independent
Rayleigh fading. In this case, the sources allocate power
according to the current channel state in order to meet their
SNR targets. We assume that there is no maximum power
constraint on either source in this analysis.

In order to quantify the benefits of cooperation, we first
consider the problem of meeting a fixed SNR target in
the noncooperative case with Rayleigh fading channels. In
this case, all power is allocated to timeslot 1 and the i th

source’s required transmit power, conditioned on the channel
realization, is Pi = (σ2

w/g2
i )SNRi. When gi is modeled as

a Rayeligh distributed random variable, it can be shown that
g2

i is exponentially distributed and that the average transmit
power E[Pi] is infinite irrespective of the mean of gi.

Proposal 1: Given g1, g2, h12, and h21 are independent
and Rayleigh distributed, and α1, α2 ∈ (0,∞), the average
transmit powers E[P1] and E[P2] required to meet the fixed
SNR targets SNR1 < ∞ and SNR2 < ∞ are finite.

Proof sketch: Due to space limitations, a sketch of the proof
to Proposition 1 is provided here. The average total transmit
power by the ith source can be expressed as E[Pi] = E[Pi[1]]+
E[Pi[2]]. By definition of the cooperation ratio α i, we can state
that E[Pi[2]] < ∞ if αi is finite and E[Pj [1]] < ∞ for j �= i.
Hence, given the assumption that the cooperation ratios are
finite, each source’s total average required transmit power is
finite if E[P1[1]] < ∞ and E[P2[1]] < ∞.

Isolating the timeslot 1 transmit power for the i th source,
we can rewrite (1) as

Pi[1] = a2
i [1] = SNRi

σ4
w + a2

j [2]σ2
wσ2

vY

σ2
wX + a2

j [2]σ2
vXY + a2

j [2]σ2
wY Z

where we have substituted X = g2
i , Y = g2

j , and Z = h2
ij

for the random independent exponentially distributed squared-
channel coefficients. For notational convenience, we normalize
the means of X , Y , and Z and collect the non-random
parameters to write

Pi[1] =
θ0 + θ1Y

θ2X + θ3XY + θ4Y Z
= Pi0[1] + Pi1[1]

where 0 < θi < ∞ for all i ∈ {0, . . . , 4} and Pi0[1] and
Pi1[1] correspond to the fraction formed by the first and second
terms of the numerator, respectively. To show that E[P i[1]]
is finite, we will show separately that E[Pi0[1]] < ∞ and
E[Pi1[1]] < ∞.

We can upper bound Pi1[1] by

Pi1[1] =
θ1Y

θ2X + θ3XY + θ4Y Z
≤ θ1

θ3X + θ4Z
≤ c

X + Z

for some finite constant c where we have used the fact that
θ2X ≥ 0. An upper bound on the expectation of P i1[1] can
then be written as

E[Pi1[1]] ≤
∫ ∞

0

∫ ∞

0

c

x + z
e−xe−z dx dz



which can be shown to be finite by using the bounds e−x ≤
(1 + x)−1 and e−y ≤ (1 + y)−1 for all x, y ≥ 0.

Following a similar procedure for Pi0[1], we can write an
upper bound

Pi0[1] =
θ0

θ2X + θ3XY + θ4Y Z
≤ θ0

θ2X + θ4Y Z
≤ d

X + Y Z

for some finite constant d where we have used the fact that
θ3XY ≥ 0. An upper bound on the expectation of P i0[1] can
then be written as

E[Pi0[1]] ≤
∫ ∞

0

∫ ∞

0

∫ ∞

0

d

x + yz
e−xe−ye−z dx dy dz.

We can use the continuity of the integrand and the monotonic-
ity of the exponential terms to write a looser upper bound on
this expectation as

E[Pi0[1]] ≤
∞X

j=0

∞X
k=0

∞X
�=0

e−je−ke−�

Z j+1

j

Z k+1

k

Z �+1

�

d

x + yz
dx dy dz.

It can be shown that
∫ 1

0

∫ 1

0

∫ 1

0
d

x+yz dx dy dz is finite and,
consequently, that E[Pi0[1]] is finite. Since both Pi0[1] and
Pi1[1] are finite, Pi[1] is finite and the total average required
transmit power for both sources is finite.

We note, as a technical detail, that the proof of Proposition 1
does not require the source-source channels h12 and h21 to
be independent (which may not be the case if these channels

are reciprocal) but only that the sets of channels {g1, g2, h12}
and {g1, g2, h21} are independent. Proposition 1 implies that
any level of mutual cooperation is beneficial, in the sense
of reducing the required average transmit power, when the
channels are modeled as independent Rayleigh fading since
the average required transmit power in the noncooperative case
is infinite for both sources. Hence A = (0,∞)× (0,∞) in the
independent Rayleigh fading channel case.

We now consider two numerical examples to illustrate how
cooperation influences the individual power requirements of
each source as well as the total power requirement for both
sources in the fading channel scenario. We first consider the
case where all of the channels are modeled as independent
Rayleigh fading and where E[g1] = E[g2] and E[h12] =
E[h21], i.e., statistically symmetric channels. Figure 4 shows
a particular example of this case where, for a fixed choice of
cooperation ratios, each source’s transmit powers are calcu-
lated for each set of channel realizations and these powers are
averaged over 1000 iterations. Figure 4 shows that there is an
optimal level of mutual cooperation with fixed α1 > 0 and
α2 > 0 such that the average total required transmit power is
minimized. Figure 5 shows that similar results are obtained
in the asymmetric fading case with the primary difference
being that contours are skewed such that minimum total
power operating point requires the source with the statistically
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Fig. 2. Two-source cooperative transmission power requirements for the case where g1/σw = g2/σw = 10dB and h12/σw = h21/σ2 = 22dB. Note that
the minimum total transmit power is achieved with no cooperation in this case and there is no choice of {α1, α2} that results in a simultaneous reduction
of transmit power for both sources.
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Fig. 3. Two-source cooperative transmission power requirements for the case where g1/σw = 10dB, g2/σw = 22dB and h12/σw = h21/σ2 = 22dB.
Note that the minimum total transmit power is achieved when source 2 cooperates (α2 ≈ 0.9) and source 1 does not cooperate (α1 = 0). Also note that and
there is no choice of {α1, α2} that results in a simultaneous reduction of transmit power for both sources.



stronger channel (source 2, in this case) to have a higher
cooperation ratio than the source with the weaker channel. It
is beneficial, in terms of average total and individual required
powers, for both sources to cooperate even in the asymmetric
fading case.

V. CONCLUSIONS

This paper considers the problem of efficient power alloca-
tion in a wireless communication system with two cooperating
sources communicating independent information over orthogo-
nal subchannels to one destination. We developed a framework
for power allocation in this scenario around the concept of
“cooperation ratios” and derived expressions for the transmit
power required by each source to achieve their SNR targets as
a function of these cooperation ratios. For the system model
and protocol described in Section II, we show that cooperation
can reduce the total required transmit power but a simultaneous
reduction of the required individual transmit powers P 1 and
P2 with respect to the noncooperative case is not possible for
any choice of cooperation ratios. This implies that only the
source with the stronger channel should cooperate when the
channels are time-invariant.

When the channels are independently fading, our results
show that cooperation can benefit both sources in terms of
reducing their average required individual transmit powers
E[P1] and E[P2] as well as the average total power even
when the sources face statistically symmetric channels to the

destination. In light of the time-invariant channel results, these
results imply that, even though it is instantaneously suboptimal
for both sources to cooperate with fixed non-zero cooperation
ratios, mutual cooperation is beneficial on average for both
sources when the channels are independently fading.
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Fig. 5. Two-source cooperative transmission power requirements for the case where all channels are independent and Rayleigh distributed, E[g1]/σw = 10dB,
E[g2]/σw = 22dB, and E[h12]/σv = E[h21]/σv = 22dB. The minimum average total transmit power is achieved when α1 ≈ 0.32 and α2 ≈ 0.6 in this
case.


