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ABSTRACT

A distributed transmit beamforming technique is descritoed sce-
nario with two or more transmit nodes and one intended receiv
The protocol includes a measurement epoch, feedback frerimth
tended receiver to the transmit nodes, and a beamforminghepo
The intended receiver tracks the clock and kinematic paensef
the independent transmit nodes and coordinates the transogs
by feeding back state predictions which are then used a® pitas
rections to facilitate passband phase and frequency aéighat the
receiver. A three-state dynamic model is developed to desthe
stochastic kinematics and clock evolution of each transwre rel-
ative to the frame of the receiver/coordinator. Steadtesaaalysis
techniques are used to analytically predict the trackinfpp@ance
as well as the beamforming gain as a function of the systeampar
eters. Numerical results show that near-ideal beamformérépr-
mance can be achieved if the period between successivevatieas

at the receiver/coordinator is sufficiently small.

Index Terms— distributed beamforming, cooperative commu-
nication, feedback systems, oscillator dynamics, tragkin

1. INTRODUCTION
Researchers have recently begun to consider the possitfifitlis-
tributed transmit beamforming” in which two or moseparate
information sources simultaneously transmit a common agEss
and control the phase of their transmissions so that thelsigon-
structively combine at an intended destination. Disteduransmit
beamforming, sometimes also called “collaborative beamifag”,
is a powerful technique that offers the potential gains ofentional
antenna arrays to wireless communication systems compafsed
multiple single-antenna transmitters with independecalalocks.
One of the key challenges of distributed transmit beamfogmi
is aligning the phases of the transmit nodes’ independent- ca
ers such that their passband signals coherently combirteedht
tended destination. Several techniques have been profmsadble
distributed transmit beamforming including receiver{aboated
full-feedback [1], receiver-coordinated one-bit feedbd2, 3, 4],
master-slave synchronization with retrodirective traission [5],
round-trip [6, 7], and two-way synchronization with retieat-
tive transmission [8, 9]. Distributed transmit beamformihas
also been considered for the downlink of cellular networksar
the title “coordinated multipoint” (CoMP), e.g. [10], whicuses a
received-coordinated full-feedback approach similarip [Each
of these techniques has advantages and disadvantagesiaulpar
applications, as discussed in the survey article [11].

stochastic clock drift and, with the exception of [7], theoprit-
erature has also ignored the effects of node mobility. Thisep
describes a receiver-coordinated full-feedback disteitburansmit
beamforming technique within a state-space frameworkitichtdes
the effects of stochastic clock drift and unpredictableekiatics.
Our analysis also accounts for feedback latency, which ead to
stale channel state predictions and degraded performéteady-
state analysis techniques are used to analytically prédidracking
performance as well as the beamforming gain as a functioheof t
system parameters. Numerical results show that near-inkesah-
forming performance can be achieved if the period betweeoes
sive observations at the receiver/coordinator is sufftgresmall.

2. SYSTEM MODEL

We consider the wireless communication system shown inr€igu
with M transmit nodes and one receive node. Thigransmit nodes
are enumerated as nodes .., M and the receive node is denoted

as node 0. Each node in the system is assumed to possess a sin-

gle! isotropic antenna. Transmissions from the transmit nooléset
receiver are called “uplink” transmissions and feedbaoknfthe re-
ceiver to the transmit nodes occurs via the “downlink”. Tloése in
each channel is assumed to be additive, white, and Gaussian.

receive node

transmit nodes

Fig. 1. System model example withf = 5 transmit nodes.

10ur focus on single antennas is motivated by clarity of eitjpms The
techniques developed in this paper can be extended to teerdsse nodes
have more than one antenna at the expense of some additiotadional

Much of the prior work in this area has ignored the effects ofcomplexity.



3. CLOCK AND KINEMATIC MODELING Q. (Ty) = w2(PiV1(Ts) + p3Va(Ts) + p3 V(1)) where

In a conventional transmit beamformer, the transmit ardsrare I v
all driven by a common oscillator and typically remain in fixela- 20 8 5
tive positions. An important distinction in distributedtrsmit beam- Vi3(Ts) == TT TT TT
forming is that each transmit node has an independent Iscélator TT?’ 72 T,

and may also move independently of the other transmit noteis.
section presents a state-space model for the indepenaeks@nd . 1 . .
. - : . . /2 —1/2
kinematics of each transmit node relative to the frame ofeeiver. ~ 2d V[hg‘ig@l (units ofsec™/=), p2 (units ofsec™/~), andps (units
We define the discrete-time state of #i& transmit node’s car-  ©f S€¢ ) are process noise parameters corresponding to white fre-

rier asz®[k] := [¢(1ﬂ)[k,]7é(i)[k,]?é(i)[k,”—r where ¢ [k] corre- quency noise, integ_rated white _frequency noise, and tinEgrated
sponds to theeceived carrier phase offset in radians with respect Whiteé frequency noise, respectively. _ _
to the carrier at the receive node at tifhe Note that the state in- It is reasonable to assume the process noise due to node kine-

cludes offsets due to independent clocks as well as kinematid ~ Matics is independent of the clock process noise, hence
propagation from nodeto the receive node. The state update of the

i node’s received carrier offset is governed by Q(T,) = w ((pf + @)V 1(Ts) + (p3+¢3) Va(Ts) +p§V3(T5)).
| I |
eV k+1= o 1 T, |x"k+w?k 1) 4. RECEIVER-COORDINATED DISTRIBUTED
0 0 1 TRANSMIT BEAMFORMING PROTOCOL
— Fa k] + w [k] @

An overview of the receiver-coordinated distributed traitdheam-
where T is the sampling period and the process noise vectoforming protocol is shown in Figure 2. Uplink transmissicare
w k] “K" N(0, Q(T%)) includes the effect of clock and kine- divided into measurement and beamforming epochs, rejepéin-
matic process noises that cause the carrier derived fronotta odically with periodT,,. Downlink transmissions provide feedback
oscillator at node to deviate from the nominal carrier at the receive flom the receive node to the transmit nodes and are assurbedio
node. The process noise is assumed to be temporally white hef different frequency than the uplink signals. Note thatgtatocol
for clarity of exposition. Our results can be straightfordig ex-  Includes the effects of feedback latency.

tended to temporally correlated process noise via prewninigeand

state-augmentation as discussed in [12, pp. 320-324]. X x % x
At time k, if node ¢ transmits an uplink signal to the receive S B . ] DR »|3
. . . . . 2 > © BRI > ° RN > ©
node, the receive node directly downmixes the receivedasigith = 3 18 |8
its own local carrier and measures the resulting phaserelifte ac- 8 v i v
cording to the observation model
x|¢
y(“ [k] = Hax® [k] + o™ [k] (3) § % beamform beamform
[-% [
5 |¢€

measure
measure

whereH := [1,0,0] andv® [k] "X" A/(0, R) is the additive white

»
>

Gaussian measurement noise in the observation. |<_ T _>| time
3.1. Process Noise Covariance Fig. 2. Receiver-coordinated distributed transmit beamforming
In the absence of motion, a two-state model is typically siefit for
capturing the effect of the independent clocks [13, 14]. @tneari- During the uplink measurement epochs, the transmit nodes si
ance of the discrete-time clock process noise is giveQ 8§;) = multaneously transmit using code division multiple acdes&cil-
W@V 1(Ts) + ¢3V2(Ts)) where itate signal separation at the receive node. We assumehihéitet
guency offsets are small with respect to the duration of tle@-m
Ts 0 0 TTS TTZ 0 surement such that the phase of the received signal is dppatety
V(T.) e Vo (T — | 72 constant during the measurement epoch. The receive nddeates
(T - 0 00 2(T5) - 5 I 0 the phase of the received signal from each transmit nodeltires
0O 0 0 0 0O 0 in noisy phase observations for each transmit node acaptdi(B).

These observations are then provided to a Kalman filter tergga
and where the parameters (units of sec’/2?) and g2 (units of  state estimates”[k|k] and state predictions® [k + L|k] for the
sec”'/?) can be estimated by fitting the theoretical Allan variancestart of the next beamforming epoch, for each node 1,. .., M.
of the two-state model to experimental measurements of temA The value ofL is equal to the product of the feedback latency, i.e. the
variance for a particular family of oscillators over a rangfer time between the observation and the start of the beamfgrapoch
values. For example, the Allan variance specifications fBakon  in which the observation is used, and the sampling frequency
RFPOA45 oven-controlled oscillator [15] yield a least sgsdit of The feedback from the receive node to transmit néode its
¢> =5.39 x 10722 andg¢? = 2.10 x 1072, state prediction vector for the start of the next beamfogr@poch,

The covariance of the kinematic process noise depends on thee. £ [k + L|k]. Over the beamforming epoch, each node uses its
application and can be obtained either by modeling or by Bmpi state prediction vector to computearrected transmit phase so that
cal measurements. As an example, the piecewise constatg-whithe phase offset at the receive node is nominally zero. Famele,
jerk kinematic process noise model has a process noise ggi2]  if the feedbacke ™ [k+ L|k] = [7/2, —27/1000] T, transmit node 1



will apply a phase correction of /2 at the start of the beamform-
ing epoch and a frequency correction-e27 /1000 over the dura-
tion of the beamforming epoch. Since each transmit nodesctar
its phase and frequency offsets according to the stateqi@us fed
back from the receive node, the signals combine coherentiyea
receive node and the nodes operate as a distributed beaanform

5. STEADY-STATE BEAMFORMING POWER ANALYSIS

This section analyzes the steady-state performance oktiever-
coordinated distributed transmit beamforming system. W& fi
present a useful received power approximation that can pkedp

when the phase offsets of each node are independent andt ident

cally distributed (i.i.d). We then use steady-state arnisigshniques
to compute the Kalman filter's prediction covariance durihe
beamforming epoch.

5.1. Received Power Approximation

During the beamforming epoch, assuming unit gain chantieés,
mean received power can be written as

M @)
S e

i=1

plk] =E

M 2 M 2
—E (Zcos(¢<“[k])> +E <Zsin(¢“’)[k])>

=E{C*} +E{S?}

M?. With very large phase error variance, the received power ap
proaches the incoherent lower boundMf As shown in Figure 3,
this result is also surprisingly accurate even for smalligalofM.
The next section shows how the phase error variarjé] can be
computed through steady-state analysis techniques.
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Fig. 3. Received beamforming power as a functiorogfk]. Note
the close correspondence between the approximation arsintive
lated results.

where ¢ [k] corresponds to the first element of the state vectoP-2- Steady-State State Prediction Error Covariance

x[k]. Note thatp” [k] is a zero-mean Gaussian random variable

at timek. Although cos(¢™[k]) andsin(¢ [k]) are not Gaussian
distributed, if we assume that tié” [k] are i.i.d. at timek with zero
mean and variance; [k], the central limit theorem implies that the
sumsC' and S will be approximately Gaussian whe¥l is reason-
ably large. It can be shown through straightforward inteégrathat
E{cos(¢"[K])} = exp(~og[k]/2)
E {sin(¢"’[k])} =0

var{cos(¢" [k])} =
var {sin(¢”[k])} =

(1 — exp(~o3[K]))”

(1- exp(—2a§5[k])) .

N N =

Applying the central limit theorem, we have

C~N (M exp(—oj[k]/2), % (1- exp(—ai[k])f)

S~N <07 % (1- exp(—2a$[k’]))> .
Hence,
E{C?} +E{S?} = E{C}* + E{S}* + var{C} + var{S}
= M? exp(—a’i[k’]) + M (1 — eXp(—o‘i[k])) .

This intuitively satisfying result shows that the beamfargnpower
at the receiver is a convex combination of the ideal cohdreatn-
forming powerM? and the non-coherent pow@7. In the absence
of phase errors, the received power is that of an ideal beamefo

Referring back to the discrete-time model presented ini@e&,
note that the paif{F', H} is completely observable. Denoting
Q(Tm) = CT(Tm)C(Tw) and assuming the pafiF’, C(T,,)} is
completely observable, then the steady-state predictiear@nce
is a unique positive definite matrix specified as the solut@the
discrete-time algebraic Riccati equation [12]

3 PH'HP
HPH'" +R

Note that this steady-state prediction covariance coomrdpto the
covariance of the state prediction just prior to an obs@wmatThe
steady-state estimation covariance (immediately afteolzserva-
tion) is then

P=F(T,)|P F(Tw)" 4+ Q(Ty).

PH'HP 4
HPH™ +R’
To predict the performance of the receiver-coordinatedtritliged
transmit beamforming system, it is necessary to computediagri-
ance of the state predictions during the beamforming epodios
do this, we project the steady-state estimation covaridoagard
to samples in the beamforming epoch at elapsed dime [t1,¢2),
wheret; andt, correspond to the feedback latency from the obser-
vation to the start and end of the beamforming epoch, reispct
from thek*" observation by computing

P(dt| k) = F(dt)SF ' (dt) + Q(dt).

S§=P—

Q)

The (1,1) element of this result correspondsicpkz] and can be sub-
stituted into the received power approximation developetié pre-
vious section to compute the steady-state mean beamforpoingr
at any point during the beamforming epoch.



6. NUMERICAL RESULTS
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