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ABSTRACT

A coherent cooperative communication system is propose
in which a distributed array of transmit nodes forms a beam aP

a desired receiver while simultaneously steering nullsexersal
protected receivers. Coherent transmission is achievexligh a
receiver-coordinated protocol where the receivers in yiséesn use
state-space channel tracking and provide feedback to #msrit
cluster to facilitate distributed transmission. Analgtiestimates for
the performance degradation in the nulls due to channehattin
errors are verified by simulations. Numerical results destrate
that the technique is effective even with low channel messent
overhead, infrequent measurement intervals, and feedataricy.

Index Terms— cooperative communication, distributed trans-
mission, feedback systems, oscillator dynamics, tracking

1. INTRODUCTION

Coherent cooperative transmission is a technique in whick 2
transmitters control the phase and amplitude of their tréssions
to form a virtual (and typically sparse) antenna array. fibated
beamforming, see e.g. [1], is one example of this techniglre.
this paper, we develop and analyze a coherent cooperadivernis-
sion system which simultaneously performs distributedfeam-
ing to one intended receiver and distributed|forming to M pro-
tected receivers. Each receiver tracks, using a state spadel, a
time-varying state of “effective” channel phase and fremyeoffsets
which include stochastic clock drift. Explicit state feedk from the
M+1 total receivers is then used by each transmit node to pribdict
N x (M + 1) channel matrix and compute a “zero-forcing” transmit
vectorw for use during distributed transmission.

This paper demonstrates the efficacy of this receiver-éoateld
zero-forcing distributed transmit nullforming technigimethe face
of channel time variations caused by stochastic local lasoil drift.
Unlike the prior work in [2, 3], we do not assume the transrhise
ter is synchronized and the approach here is simplified ihttie
calculation of the transmit vector does not require knogéedf the
state prediction error covariance. We also provide areytper-
formance estimates, verified using simulations, of thefowing
performance degradation due to channel estimation errors.

2. SYSTEM MODEL

We consider a wireless communication system wihtransmit
nodes, M protected receivers, and one intended receiver.

intended receiver and also have some rough level of syniztation

§° that they can effectively participate in the receiverrdinated

rotocol schedule described in Section 3. The coarse synida-

tion required here can be achieved with standard techniguels
as global positioning system (GPS), network time protoddl'®),

or potentially through feedback messages from the receddes

Precise carrier synchronization as described in [4] is seumed,
but is implicitly achieved via channel tracking and feedba@he

nominal transmit frequency in the forward link from the distited

transmit cluster to the receivers isw@at. All forward link channels
are modeled as narrowband, linear, and time invariant (LHhu-

merating the protected receiversas = 1,..., M and adopting
the convention that the intended receiver is node 0, we dethet
channel from transmit nodeto receive noden at carrier frequency
We 8Sgn,m € C forn 1,...,Nandm = 0,...,M. These
LTI propagation channels, in contrast to the time-varyiefjéctive”

channels described below, do not include the effect of eapiase
offsets between transmit nodeand receive noden.

The receiver-coordinated protocol requires all of the iress
in the system to measure and track the channels from themians
cluster and to provide feedback to the transmit cluster ¢ditate
distributed transmission. Figure 1 shows the effectiveavenand
channel model from transmit nodeto receive noden which in-
cludes the effects of propagation, transmit and receivasgand
carrier offset. Transmissions — m are conveyed on a carrier
nominally atw. generated at transmit nodg incur a phase shift
of ™™ = /g, » over the wireless channel, and are then down-
mixed by receive node: using its local carrier nominally at.. At
time ¢, the effective narrowband channel from transmit nede®
receive noden is modeled as

RO (1) = gnme? (G O=0 @) o aet ™))

where ¢{™ (1) and ¢ (7) are the local carrier phase offsets at
transmit noden and receive noden, respectively, at time- with
respect to an ideal carrier reference, aftt™ (1) = ¢\ (1) —

(™) (1) + ™™ is the pairwise phase offset after propagation be-
tween transmit node and receive node: at timer.
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node in the system is assumed to possess a single antenndsoie &ig. 1. Effective narrowband channel model including the effedts
assume the transmit nodes have some mechanism by which thgyopagation, transmit and receive gains, and carrierioffse

can share a common baseband message to be transmitted to

the



2.1. Dynamic Local Carrier Phase Offset Model Note the process noise¢™ [k] = Gu'™ [k] where

Each transmit and receive node in the system is assumed & hav ulV[k]

an independent local oscillator. These local oscillat@gehinher- I, —1I ¢

ent frequency offsets and behave stochastically, causiagepoffset G = . o | andu™ k] = :

variations in each “effective” channel from transmit nodéo re- ’ : ul™[k]

ceive nodem even when the propagation channgls,, are other- I, —I, ul™ [k]

wise time invariant. This section develops a discrete-8tage-space

model to characterize the dynamics of the phase variatiothéazil-  and wherdl 5 is the2 x 2 identity matrix. Under the assumption that

itate channel tracking for efficient distributed transriuas the constituent clock process noises are all independehtthat
Based on the two-state models in [5], we define the dischete-t

state of thex'" transmit node’s carrier as cov{u [k]} = blockdiag { Q" (T), ..., Q" (T:), Q\™ (Ts) }

2 K] = [0 ), 6 (1) = QML)

where¢{™ [k] corresponds to the carrier phase offset in radians awe can say the N-dimensional vector process noise at receiver
transmit node: with respect to an ideal carrier phase reference. Thés distributed ag ™ [k] ~ NV (0, GQ™ (T:)G ).
state update of the'™ transmit node’s carrier is governed by

{1 TS} @ 3. RECEIVER-COORDINATED PROTOCOL
1

) [k+1] = F(T)zy" [K]+uy” [k] with f(T2) = | |

An overview of the receiver-coordinated distributed trarssion
whereT is an arbitrary sampling period selected to be small enouglprotocol is shown in Figure 2; see [3] for a more detailed dpsc
to avoid phase aliasing at the largest expected frequefestsf The  tion. Forward transmissions are divided into measurement a
process noise vectar!" [k] Lide ar (0,Q{™(T%)) corresponds to distributed transmission epochs, repeating periodioaiti period
the white frequency and random walk frequency process sithgg ~ 1m whllch. correqunds to the measurement mterval. Reverke lin
cause the carrier derived from the local oscillator at trsihgoden,  transmissions provide feedback from the receive nodesettréims-
to deviate from an ideal linear phase trajectory. The cavax of the ~ Mit nodes and are assumed to be on a different channel than the
discrete-time process noise is derived from a continune-tnodel ~ forward link signals. Note that the protocol includes thieett of
in [5] and is given as feedback latency since the feedback is typically not incaated in

the transmit weights until a later distributed transmissiderval.
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wherew, is the nominal common carrier frequency in radians per
second ang™ (units of seconds) angi™ (units of Hertz) are the
process noise parameters corresponding to white frequeocicg
and random walk frequency noise, respectively. The procese
parameterp™ and¢™ can be estimated by fitting the theoretical
Allan variances (1) = p{™ /7 +¢;"' 7 /3 to experimental measure-
ments of the Allan variance over a rangerofalues. f— T — time
The receive nodes in the system also have independent local
oscillators used to generate carriers for downmixing thetgov- Fig. 2. Receiver-coordinated distributed transmission.
erned by the same dynamics as (2) with stet&’ [k], process noise

wl™[k] iLid. N(0,QU™ (Ts)), and process noise parametgfs’ . The duration of the measurement epoch is assumed to be small
andg¢(™ asin (3) form =0, ..., M. with respect to the frequency offsets such that the phaskeofé-
ceived signal is approximately constant during measurésneAt

time k, receive noden directly downmixes the received carrier from
transmit nodex with its own local carrier and estimates the resulting
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2.2. Dynamic Pairwise Carrier Phase Offsets

Thepairwise offset after propagation is defined as phase offset according to the observation model
(n,m) (n,m) m
5 K] = ﬁn m)[ﬂ = (k] + {w 0 ] — K] Lo v
o y [k = AP | ©
and is governed by the state update 1 0 o™ [k]
"™k +1] = F(T5)8™™ k] +ui[k] — uwl™[k].  (4) = HA" K] + 0" [k] (6)
At receiverm, the 2/N-dimensional vector state of pairwise carrier Lid
offsetsA™ [k] = (6™ [k]) ..., (6™ ™ [k])T]T is then wherev™ [k] "X A(0, R™) is the additive white Gaussian mea-
) surement noise in the observation with= diag(r1,m, ..., TN,m)-
F(Ts) ug [k]—ul™ (K] Since the pairwise offset states are coupled across reveilss,
Ak +1] = . A [K]+ : the optimal approach to tracking the states is to feed#he 1 mea-
. . o : k] surement vectors (6) back to the transmit nodes and havereash
s U, —U,

mit node apply the overall measurement vector to a Kalmaar fitt
= F(Ts)A™ k] + 2™ [k]. generate the joint MMSE state estimaék | k] € R2N M+ This



approach, however, places the computational burden omahsnhit
nodes and also results in redundant computation. We prapese
stead a suboptimal (but more scalable) approach in which esac
ceive node applies its observation vectdt” [k] to a Kalman filter

to generate a local MMSE state estim&&™ [k | k] € R2Y. These
state estimates are then fed back to the transmit clustaciiitdte
distributed transmission.

Once the transmit cluster has received the feedback, treepha

of the effective channels at any tinde> k& can be straightforwardly
predicted. Denoting the MMSE phase predictiongds ™ [¢ | k],
we can write the effective channel prediction from trangenit. to
receiverm at timek as

~ -2 (n,m
f e [0]k] = |gn,m|6]¢ )] k]

@)

4.2. Expected Power at a Protected Receive Node

We denote the received power at protected receive nodetimek
asp'™[¢|k]. The average received power is then

E{p" [tl]} = E{jw" (AR [0k]*}
A (m) ~(m)

= E{[w™ (A" [t]k] - R
= E{|lw"[(R"" [¢k]]*}

[€[k])[*}

sincewH[k:]fz(m) [¢|k] = 0 and where the channel prediction error

vector at receive node: is defined ash ™ [¢|k] = A" [(|k] —

h(™[k]. Given a channel phase prediction ereg™ [¢|k] =

¢ ™ 0|k] — ¢ ™ [k] small enough such that small angle ap-
roximations are sufficiently accurate, we can relate thé phase

the vector of channel predictions from all transmit nodeset®ive
nodem ash ™ [¢| k] € C for ¢ > k.

3.1. Zero-Forcing Transmit Vector Calculation

Under our assumption thd? < N, we can select the transmit vec-

torw(¢] € C" to be orthogonal th™ [|k]forallm=1,...,M
and then use the remaining degrees of freedom in the tranegiit
tor to maximize the received power at the intended receildre
“zero-forcing” transmit vector is then

wlf] = aff] {I—ﬁ[(\k] (ﬁHWk}I:IWk})71ﬁH[Z\k]} R [ek] (8)

= o[ P[e|k]R" [0)k]

©)
whereH[¢|k] = [if“ N [flk]] anda[(] is a

scale factor selected to satisfy a per-node or total powestcaint.
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4. PERFORMANCE ANALYSIS

This section provides analytical approximations and bsum the
expected performance of the receiver-coordinated teaeniqder a
total power constraint such thai” [(Jw[¢] = 3. These analytical
predictions are verified via Monte-Carlo simulation in $atb.

4.1. Expected Power at the Intended Receive Node

Distributed beamforming is quite robust to channel prédiicier-
rors, e.g., better than 90% of the ideal SNR gain is achieved e

RO [OR] = G RG] = Glgnmle’ ™ G0 [0k

We assume (i) the channel amplitudes are known, (ii) the reélan
phasesp™ ™ [k] are mutually independent uniformly distributed on
[—m, ), (iii) the channel phase prediction errors are mutually in-
dependent zero-mean Gaussian distributed with variafigg[¢| 4],
and (iv) the channel phase prediction errors are indepénalen
the channel phases. Under these assumptiefis;”’ [¢|k] are cir-
cularly symmetric independent zero mean Gaussian randoim va
ables with covarianc& ™ [¢|k] = E{A"" [¢|k)(R"™ [e|k])"} =
diag(|g1,m|*0% K], .., lgnm[*0% ,[K]). Note ST [£[k] can

be obtained directly from the local Kalman filter state pe&idn
covariance matrix ™ [¢| k] and the known channel amplitudes.

If we further assume the channel prediction errors are suffi-
ciently small such thatw[¢] is approximately independent of the
channel prediction errors, then we can condition on thestréin
vector to write

E{p"™ [¢[k] | wlk]} = w" [(]S [¢|K]w](]

Under a total power constraimt™ [¢]w([¢] = 3, this leads to uncon-
ditional upper and lower bounds on the power at protectedivec
nodem as

B min v, [0]k] < E{p™ [(|k]} < Bmaxy[lk]  (10)
With v, [€]k] = |gn,m|?02 . [€|k]. These upper and lower bounds
coincide when the channels from the transmit cluster toivece
nodem have identical magnitudes and the channel phase prediction

with 30° phase errors [6]. The zero-forcing solution inherits this grrors are identically distributed.

robustness in terms of the power delivered to the intendesiver:
errors in the spatial responses to the protected receibarsge the
geometry of the protected subspace, but this has a relatwvedll
effect on the inner product of the zero-forcing solution émel de-
sired spatial response. Thus, to first order, we can modeétieved
power at the desired receiver as the beamforming powerifpss-
duced due to channel estimation errors), attenuated bpslsalle to

zero-forcing, which is given byjzr = % where P denotes
the projection orthogonal to the protected space. The bmanirig
power scales as the number of nodéswhile the zero-forcing loss
increases with the number of protected nodés If the spatial re-
sponses were well-modeled as random, then results fromDih&C
literature can be used to estimate this lossl by % for large N,
which would predict power scaling & — M. However, the spatial
responses are far more structured for typical node geossetaind
explicit computation is required for accurate estimation .

Note that the bounds in (10) are not functions of the number of
transmit nodesV. The expected null depth only depends on the total
power emitted by the transmit cluster, the channel magegudnd
the variances of the phase prediction errors. As an exanifleo
sensitivity of nullforming to channel prediction error| g, . |* = 1,

B = 1, and the channel prediction errors are i.i.d. with zero mean
and oy m[llk] = 222 (corresponding to 3 degree RMS channel
prediction errors), we can compute the expected receivetipat

a protected receiver to be -25.62 dB. With 30 degree RMS aHann
prediction errors, the null depth becomes only -5.62 dB.

5. NUMERICAL RESULTS

This section presents a numerical example of the receerdinated
distributed nullforming technique described in this papdr = 4
transmit nodes are placed @t, y) coordinates (1,0), (0,1), (-1,0),



(0,-1) with all units in meters. The intended receive nodpléaeed responding to the start of the first distributed transmisgpoch in
at (50,0) and there are two protected receiver nodes placed awhich the phase predictions from the feedback were availatihe
(50 cos(m/8), £50sin(7w/8)). The carrier frequency was set to margin between the power at the intended receive node anténc
fe = 900 MHz and the receiver-coordinated protocol used aent reception is approximately 5 dB. This is almost exactlyee-
measurement interval df,, = 0.5 seconds. The measurement dicted by an analysis of ideal zero-forcing: ideal beamiogwith
epoch was set to the first 10 ms of each 500 ms measurement = 4 leads to a gain of 6 dB, while the zero-forcing lagsr for
interval, corresponding to a 2% measurement overhead. ddw f the given geometry is found to be0.96 dB, showing that channel
back latency was set to one full measurement interval, he. t estimation errors have minimal effect on the power at thenided

state estimate feedback is used to generate predictiore isetc-
ond subsequent distributed transmission interval (astithted in
Figure 2).

receiver. While the nullforming performance is more sévsito
estimation errors, we still do achieve deep nulls at theguted re-

The oscillator parameters were derived from the A ceivers after the Kalman filter startup transient: the nmabgitween

lan variance measurements on the Rakon RPFO45 oven-dedtrol the power at the intended receive node and the protected/eece

oscillator datasheet and scaled to 900MHz to arrive at ttheesa
pi™ = pi™ = 3 x 107* seconds and\™ = ¢f™ =1 x 1072
Hertz. The oscillators initial frequency offsets were onifily dis-

node is between 25 and 30 dB, even though all receive nodes are

at the same range from the center of the transmit clusterntitieg
performance is better at the start of each distributed tnésson in-

tributed over+0.04 ppm. A single-path propagation model was terval but degrades somewhat by the end of the distributednis-

50

used with channel amplitudes calculated @sm| = ;> where
dn,m 1s the distance between transmit nadand receive moden

sion interval as the state predictions become more stais.cén be
ameliorated to some extent by shortening the measuremtentéh

in meters. The nominal phase offset measurement noisencaria and/or reducing the feedback latency.

((5/360)27)2

[gn,m|

was set tor,,,, =

transmit power was set ™ [fJw([(] = 1.
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Fig. 3. Received power simulation for a system with= 4 transmit

nodes and\/ = 2 protected receive nodes. The upper bound on the

received power at the protected receive nodes is from (10).

Figure 3 shows the results of a Monte-Carlo simulation with

1000 iterations. In each iteration, new realizations ofittigal fre-
quency offsets, clock process noises, and measuremegsneere
generated. Distributed transmission begins-at.510 seconds, cor-

which corresponds to a standard
deviation of 5 degrees at a nominal range of 50 meters. Tlaé tot

6. CONCLUSION

This paper demonstrates that receiver-coordinated coheoeper-
ative communication can provide effective beamforming aot-
forming performance, using a standard zero-forcing smiutiith
suboptimal local state tracking, with low measurement logad and
despite significant feedback latency. The residual powtreahulls
depends on the channel estimation error, and for the pagasmin-
sidered here, null depths in excess of 20 dB are achievetiveeta
the incoherent power seen at a typical location. While cldxks
are the main impairment considered here, our state spaceaabp
can model channel variations due to node motion as well,taadi
interest to quantify system performance in typical mopilégimes.
Another key issue is to explore the effect of an imperfectifeek
channel. Preliminary results indicate that the degradatice to loss
of feedback packets is graceful, but a more detailed inyattn is
required. While our zero-forcing formulation is based oraserage
power constraint across the distributed transmit arraig élso of
interest to implement beamforming and nullforming subjegper-
transmitter peak power constraints. Finally, it is of ietgrto quan-
tify the performance loss incurred, with respect to optifoly-joint
state tracking, of the suboptimal local state tracking apph pro-
posed in this paper.
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