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Abstract—Transmit beamforming is an energy-efficient wireless
communication technique that allows a transmitter with two or
more antennas to focus its bandpass signal in an intended direction.
Recently, the idea of transmit beamforming has been extended to
networks of single-antenna cooperative transmitters that pool their
antenna resources and behave as a “distributed beamformer.” Un-
like conventional transmit beamforming, however, the carriers of
the single-antenna transmitters in a distributed beamformer are
each synthesized from independent and imperfect local oscillators;
carrier phase and frequency synchronization among the transmit-
ters is necessary to ensure that a beam is aimed in the desired direc-
tion. In this paper, a new time-slotted round-trip carrier synchro-
nization protocol is proposed to enable distributed beamforming
in multiuser wireless communication systems. Numerical results
for a distributed beamformer with two transmitters show that the
parameters of the round-trip synchronization protocol can be se-
lected such that a desired level of phase accuracy and reliability is
achieved during beamforming and such that the synchronization
overhead is small with respect to the amount of time that reliable
beamforming is achieved. The impact of mobility on the perfor-
mance of the round-trip carrier synchronization protocol is also
shown to be small when the synchronization timeslots are short.

Index Terms—Cooperative transmission, distributed beam-
forming, sensor networks, synchronization, virtual antenna
arrays, wireless networks.

I. INTRODUCTION

I N multiuser wireless communication systems, the term
“distributed beamforming” describes the situation in which

two or more separate transmitters with common information
work together to emulate an antenna array and focus their
bandpass transmissions toward an intended destination [1].
Distributed beamforming has also been called “collaborative
beamforming” [2], “virtual antenna arrays” [3], and has also
been discussed in the context of coherent cooperative trans-
mission [4] and cooperative multiple-input/multiple-output
(MIMO) transmission [5]. In all of these systems, the basic
principle is the same: individual sources with common in-
formation transmit with phase aligned carriers such that their
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bandpass transmissions combine constructively after propaga-
tion to the intended destination.

The advantages of conventional transmit beamforming are
manifold and well-documented in the literature. By focusing
the transmission toward the intended destination, for instance,
less transmit power is needed to achieve a desired signal-to-
noise ratio (SNR) target. This feature is particularly appealing in
wireless communication systems with energy constrained nodes
such as sensor networks. In these types of systems, nodes are
typically too small to allow for the use of conventional antenna
arrays. Distributed beamforming is a powerful technique that of-
fers the potential power gains of conventional antenna arrays to
wireless communication systems composed of multiple single-
antenna users.

One thing that makes the distributed beamforming problem
different from conventional beamforming is that each trans-
mitter in a distributed beamformer has an independent local
oscillator. Transmitters in a distributed beamformer require
some method to synchronize their carrier signals so that the
bandpass transmissions arrive with reasonable phase align-
ment at the intended destination. As discussed in [1], precise
phase alignment is not critical for beamforming: a two-antenna
beamformer with a 30 degree phase offset in the received
carriers only suffers a loss with respect to ideal beamforming
of approximately 7% of the power in the intended direction.
The power gain of a beamformer becomes a power penalty,
however, when the carriers arrive at the destination with more
than 90 degrees of phase offset. Some form of carrier synchro-
nization is required to ensure energy-efficient transmission to
the destination and to ensure that the sources do not cancel each
other’s transmissions.

While there is a large amount of literature describing the ap-
plications and potential gains of distributed beamforming, there
are relatively few papers that explicitly investigate the practical
problem of multiuser carrier synchronization for distributed
beamforming. To the best of our knowledge, the first multiuser
carrier synchronization scheme suitable for distributed beam-
forming was proposed in [6]. In [6], a beacon is transmitted by
the destination to each source node. The source nodes bounce
the beacons back to the destination and the destination estimates
and quantizes the phase delay in each channel. These quantized
phase delays are then transmitted to the appropriate source
nodes for local phase precompensation prior to beamforming.
A hierarchical technique for multiuser carrier synchronization
and distributed beamforming was recently proposed in [1].
Prior to beamforming, a master source node synchronizes the
carriers of the sources using a technique similar to [6]. After
the sources have been synchronized, the destination transmits a
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common beacon to the sources to facilitate channel estimation
and phase precompensaton for beamforming. The same authors
also recently proposed a randomized gradient search technique
with one-bit feedback for carrier phase synchronization and
distributed beamforming in [7].

A two-source “round-trip” carrier synchronization protocol
was proposed in [8] and is distinguished from the aforemen-
tioned work by not requiring any digital signaling between
nodes to establish synchronization; carrier phase and frequency
synchronization is established through three continuously
transmitted unmodulated beacons and a pair of phase locked
loops (PLLs) at each source node. These beacons are trans-
mitted on different frequencies (also different from the carrier
frequency) to avoid simultaneous transmission and reception
on the same frequency. This paper was the first to explicitly
consider the effect of time-varying and multipath channels on
carrier synchronization and showed that, while the continuously
transmitted beacons allowed for high rates of source and/or
destination mobility, the use of frequency division duplexing
for the beacons and carriers resulted in non-reciprocal phase
shifts and degraded performance in general multipath channels.

This paper presents a new -source carrier synchronization
protocol using the same “round-trip” approach as [8] except
that a single frequency is used for all beacons and carriers.
The proposed round-trip synchronization protocol uses time
division duplexing for the beacons and carriers. The benefit
of using a single frequency for the carrier and all beacons is
that channel reciprocity is maintained in multipath propagation
scenarios. As discussed in [1], however, the lack of continuous
synchronization implies that periodic resynchronization is
necessary to avoid unacceptable levels of phase drift during
beamforming. We analyze the performance of the proposed
“time-slotted round-trip” carrier synchronization protocol for
a distributed beamformer with two sources in terms of the
statistics of the carrier phase offset at the destination and the ex-
pected beamforming time before resynchronization is required
in both time-invarant and time-varying channels. Our analysis
also accounts for the effects of phase noise in the sources’ local
oscillators. We provide numerical results demonstrating that
the parameters of the synchronization protocol can be selected
such that a desired level of phase accuracy and reliability can
be achieved during beamforming and such that the synchro-
nization overhead is small with respect to the amount of time
that reliable beamforming is achieved. We also show that the
parameters of the synchronization protocol can be selected
to make reliable beamforming possible even in systems with
mobile sources.

II. SYSTEM MODEL

We consider the -source one-destination system model
shown in Fig. 1. The destination (node 0) and the sources
(nodes ) each possess a single isotropic antenna.
The channel from node to node is modeled as a linear
time-invariant (LTI) system1 with impulse response .
The noise in each channel is additive, white, and Gaussian and
the impulse response of each channel in the system is assumed

1Time-varying channels are considered in Section V.

Fig. 1. � -source distributed beamforming system model.

to be reciprocal in the forward and reverse directions, i.e.,
.

All nodes in the system are required to satisfy the half-duplex
constraint in the sense that they cannot transmit and receive sig-
nals simultaneously. We assume that all sources have iden-
tical information to transmit to the destination. Low-overhead
techniques for disseminating information among source nodes
in a distributed beamformer are outside of the scope of this paper
but have been considered recently in [9].

A key assumption in this work is that the nodes in Fig. 1
do not possess a common time reference, at least not one with
the sub-carrier-period accuracy required for distributed beam-
forming. The presence of an ideal common time reference sig-
nificantly simplifies the distributed beamforming problem. All
that is required in this case is for the destination to transmit
a sinusoidal beacon with known initial phase to the sources.
Upon reception of this beacon, each source can directly esti-
mate the phase of its channel. Distributed beamforming can
then be achieved simply by transmitting modulated carriers back
to the destination with appropriate phase precompensation at
each source. As long as the channels remain time invariant, no
resynchronization is necessary since the sources can transmit
with identical carrier frequencies derived from the common time
reference.

The absence of a common time reference implies that each
source keeps local time using its own independent local oscil-
lator. We assume no a priori phase or frequency synchroniza-
tion among these oscillators. Since none of the nodes in the
system know the “true” time, they also do not know the “true”
frequency or phase of their local oscillator. This implies that
nodes cannot generate absolute phase or frequency estimates
with respect to “true” time. Phase and frequency estimates ob-
tained by node must be considered relative to node ’s local
oscillator frequency and phase. It also implies that carrier fre-
quency synchronization is necessary to maintain coherent com-
bining during beamforming. Even if the channels are noiseless
and the nodes remain at fixed positions, some amount of fre-
quency synchronization error will be unavoidable between the
sources due to phase noise and oscillator inaccuracy. Periodic
resynchronization is necessary to avoid unacceptable phase drift
during beamforming.
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Fig. 2. Summary of the two-source time-slotted round-trip carrier synchronization protocol where PB and SB denote primary and secondary beacon synchroniza-
tion timeslots, respectively.

Finally, we assume here that the nodes do not have knowl-
edge of their precise position, either in an absolute sense or rel-
ative to each other. Relative position information could be used
to enable distributed beamforming in systems with single-path
channels since each source could, as in [10], use its position in-
formation to estimate its propagation delay to the destination
and employ carrier phase precompensation to cancel the phase
shift of the channel. While position estimates may be obtained
via systems such as GPS, the amount of inaccuracy in these
estimates is typically much greater than a carrier wavelength,
making them impractical for accurate phase precompensation
in distributed beamforming.

III. TIME-SLOTTED SYNCHRONIZATION PROTOCOL

We first develop the concept of time-slotted round-trip
carrier synchronization in detail for the source case
in Section III-A and describe its implementation in multipath
channels in Section III-B. The case with sources is
discussed in Section III-C. In the case with two sources, the
time-slotted round-trip carrier synchronization protocol has
a total of four timeslots: the first three timeslots are used for
synchronization and the final timeslot is used for beamforming.
The activity in each timeslot is summarized here:

: The destination transmits the sinusoidal primary
beacon to both sources. Both sources generate phase and
frequency estimates from their local observations.

: transmits a sinusoidal secondary beacon to .
This secondary beacon is transmitted as a periodic exten-
sion of the beacon received in . generates local
phase and frequency estimates from this observation.

: transmits a sinusoidal secondary beacon to .
This secondary beacon is transmitted as a periodic ex-
tension of the beacon received in , with initial phase
extrapolated from the phase and frequency estimates ob-
tained by in . generates local phase and fre-
quency estimates from this observation.

: Both sources transmit simultaneously to the destina-
tion as a distributed beamformer. The carrier frequency of
each source is based on both local frequency estimates ob-
tained in the prior timeslots. The initial phase of the carrier
at each source is extrapolated from the local phase and fre-
quency estimates from the secondary beacon observation.

Fig. 2 summarizes the time-slotted round-trip carrier syn-
chronization protocol and shows how the protocol is repeated
in order to avoid unacceptable phase drift between the sources
during beamforming.

A. Two-Source Synchronization in Single-Path Time-Invariant
Channels

This section describes the implementation of the proposed
time-slotted round-trip carrier synchronization protocol for
a system with two sources under the assumption that all of
the channels in Fig. 1 are single-path and time-invariant, i.e.,

. The basic intuition behind the
round-trip protocol in this case is that the propagation times
of the and the
circuits are identical. As each source transmits periodic exten-
sions of beacons it received in prior timeslots, each source is
essentially “bouncing” the signal around the respective circuits.
Beamforming is achieved since the destination is essentially
receiving the sum of two primary beacons after they have
propagated through circuits with identical propagation times.

The time-slotted protocol begins in with the transmission
of a unit-amplitude sinusoidal primary beacon of duration
from the destination to both sources

(1)

The signal received at in can be written as

for where denotes the ad-
ditive white Gaussian noise (AWGN) in the channel and

. Each source uses its noisy observation from the
first timeslot to compute estimates of the received frequency and
phase; these estimates are denoted by and , respectively,
at for . We use the usual convention that the phase
estimate is an estimate of the phase of the received signal at
the start of the observation at , i.e., is an estimate of the
phase of at time .

Timeslot begins immediately upon the conclusion of the
primary beacon at . At time
begins transmitting a sinusoidal secondary beacon to that is a
periodic extension of (possibly with different amplitude)
using the phase and frequency estimates and . To gen-
erate the periodic extension, the frequency estimate is used
to extrapolate the estimated phase of at time to a
phase estimate of at time . The extrapolated phase es-
timate at at time can be written as

The secondary beacon transmitted by in can then be
written as

Authorized licensed use limited to: Worcester Polytechnic Institute. Downloaded on November 7, 2008 at 14:19 from IEEE Xplore.  Restrictions apply.



BROWN III AND POOR: TIME-SLOTTED ROUND-TRIP CARRIER SYNCHRONIZATION 5633

After propagation through the channel, this secondary
beacon is received by as

for where denotes the AWGN
in the channel. From this noisy observation, generates
estimates of the received frequency and phase; these estimates
are denoted by and , respectively.

Timeslot begins immediately upon the conclusion of
at . At time begins transmitting

a sinusoidal secondary beacon to that is a periodic exten-
sion of using the phase and frequency estimates and

. Note that ’s secondary beacon is a periodic extension of
the primary beacon it received in even though its transmis-
sion begins at the conclusion of the secondary beacon received
in . Here, extrapolates the phase estimate obtained
at time to time using the frequency estimate in
order to determine the appropriate initial phase of the secondary
beacon. The extrapolated phase estimate at at time can be
written as

The secondary beacon transmitted by in can then be
written as

After propagation through the channel, this secondary
beacon is received by as

for where denotes the AWGN
in the channel and where we have applied the assumption
that and . From this noisy observation,
generates estimates and of the received frequency and
phase, respectively.

In timeslot , both and transmit to the destination as
a distributed beamformer with carriers generated as periodic ex-
tensions of the secondary beacons received at each source. Since
the performance of the distributed beamformer is primarily af-
fected by the phase offset between the carriers at the destination,
we will write the transmissions of and as unmodulated
carriers. The unmodulated carrier transmitted by during
can be written as

(2)

where is a frequency estimate at that, as discussed in
Section IV.B, may be a function of both and . The
extrapolated phase estimates at times and are based on
the phase and frequency estimates obtained from the secondary
beacon observations and can be written as

and (3)

(4)

respectively. As for the transmission start times and
begins transmitting its carrier immediately upon the conclusion
of the secondary beacon from , and hence

If begins transmitting immediately upon the conclusion of
its secondary beacon transmission, its carrier will arrive at
earlier than ’s carrier. To synchronize the arrivals of the car-
riers, should begin its carrier transmission in timeslot at
time , where .
By inspection of Fig. 1, we note that must be non-nega-
tive. Moreover, can directly estimate by observing the
amount of time that elapses from the end of its primary beacon
observation in to the start of its secondary beacon observa-
tion in , i.e., ).

The signal received at in can be written as

for where and where
we have applied the assumption that and
for . Standard trigonometric identities can be applied
to rewrite as

(5)

where

with and and where we have defined
the carrier phase offset

In the special case when carriers arrive at the destination with
the same amplitude, i.e., , the expressions for and

simplify to

B. Two-Source Synchronization in Multipath Time-Invariant
Channels

Since the channels in Fig. 1 are accessed at the same fre-
quency in both forward and reverse directions, the time-slotted
round-trip synchronization protocol described in the previous
section for single-path LTI channels can also be effective in
communication systems with multipath LTI channels if minor
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modifications are made to the protocol to account for the tran-
sient effects of the channels. This section summarizes the neces-
sary modifications and discusses the implications of multipath
on the phase and frequency estimates at each source.

As with single-path channels, the time-slotted synchroniza-
tion protocol begins with the transmission of a sinusoidal pri-
mary beacon of duration from the destination as in (1). Un-
like the case with single-path channels, however, the primary
beacon arrives at each source after propagation through multiple
paths with differing delays and amplitudes. Denoting as the
delay of the shortest path and as the finite delay spread of the
channel observes the initial transient response of the
multipath channel to the primary beacon over the interval

. In order to achieve a steady-state
response at both and , we require .
The steady-state portion of the beacon received at can then
be written as

for where and are
the steady-state gain and phase response of the LTI channel,
respectively, for . At the conclusion of the primary
beacon, a final transient component is also received by during

. The important thing here
is that each source uses only the steady-state portion of its noisy
observation in the first timeslot to compute local estimates of the
received frequency and phase. The initial and final transient por-
tions of the observation are ignored. As with single-path chan-
nels, the phase estimates at each source are extrapolated for
transmission of the secondary beacons as periodic extensions
of the steady state portion of the primary beacon observations.

The second and third timeslots are as described in the single-
path case, with each source transmitting secondary beacons to
the other source using the frequency and extrapolated phase es-
timates obtained from the first timeslot. The only differences
with respect to the single path case are that (i) the duration of
each secondary beacon must exceed the delay spread

in order to ensure a steady-state observation and that (ii)
the sources estimate the received frequency and phase of the
secondary beacons using only the steady-state portion of the
observations.

No other modifications to the synchronization protocol are
necessary. In the final timeslot, both sources transmit as in
(2). Assuming unmodulated carriers, the steady-state signal
received at the destination during the final timeslot can be
written in the same form as (5). The net effect of multipath
on the synchronization protocol is that the beacons must be
transmitted with durations exceeding the delay spread of the
appropriate channels and that the duration of the steady-state
observations used for phase and frequency estimation are re-
duced, with respect to single-path channels, by the delay spread
of the multipath channels.

C. General -Source Synchronization in Time-Invariant
Channels

In a distributed beamforming system with sources,
the time-slotted round-trip carrier synchronization protocol has

a total of timeslots denoted as . The first
timeslots are used for the transmission of synchroniza-

tion beacons and the final timeslot is used for beamforming. The
basic concepts of two-source synchronization apply here with
additional synchronization timeslots and minor modifications
in the calculation of the transmission phase for source nodes

shown in Fig. 1. The activity in each timeslot is
summarized here:

1) In the destination transmits the sinusoidal primary
beacon to all sources. Each source generates local phase
and frequency estimates from its observation.

2) In for transmits a sinusoidal sec-
ondary beacon to . The secondary beacon transmitted
by in is a periodic extension of the beacon received
in . generates local phase and frequency esti-
mates from this observation.

3) In transmits a sinusoidal secondary beacon to
. This secondary beacon is transmitted as a peri-

odic extension of the primary beacon received by in
, with initial phase extrapolated from the phase and fre-

quency estimates obtained by in . generates
local phase and frequency estimates from this observation.

4) In for transmits a
sinusoidal secondary beacon to . The secondary
beacon transmitted by in is a periodic extension
of the secondary beacon received in . gen-
erates local phase and frequency estimates from this obser-
vation.

5) In , all sources transmit simultaneously to the
destination as a distributed beamformer. The frequency
and initial phase of the carrier transmitted by each source
is based only on the local phase and frequency estimates
obtained in the prior timeslots.

Since, like the two-source case, the total phase shift of the
and the

circuits are identical, distributed beam-
forming between source nodes and can be achieved by
following the round-trip protocol and transmitting secondary
beacons as periodic extensions of previously received beacons
in exactly the same manner as described in Section III.A. The
only difference is that the secondary beacons propagate between

and with multiple hops when , rather than via di-
rect propagation in the two-source case. When , however,
nodes must also derive appropriate transmission
phases to participate in the distributed beamformer.

Under the assumption that all of the channels in Fig. 1 are
time-invariant, and ignoring estimation errors to ease exposi-
tion, the round-trip nature of the protocol and the transmission
of periodic extensions implies that the destination will receive
carriers from and at a phase (relative to the phase of the
primary beacon) of

where denotes the phase of the LTI single-path channel
. Let denote the set of source nodes for

. In order for source node
to transmit a carrier that arrives at the destination with the same
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phase as and must transmit its carrier with phase
.

Source node receives three transmissions during
the synchronization phase of the protocol: a primary beacon
in at phase , a secondary beacon during the
counterclockwise2 propagation of beacons in at phase

and another secondary beacon
during the clockwise propagation of beacons in at
phase . Since each node
in the system estimates the phase of received beacons relative to
its own local time reference, absolute estimates of and at

will both have an unknown phase offset that depends on the
phase of the local time reference at . To avoid the problem
of determining this unknown phase offset, can calculate the
phase difference between any two phases that were measured
under the same local time reference and effectively cancel the
offsets. Accordingly, can calculate the phase difference be-
tween each secondary beacon phase estimate and the primary
beacon phase estimate as

Since the unknown local phase offset has been canceled in the
phase differences and , the sum of these terms will also
not have any unknown phase offset. Hence, if transmits its
carrier as a periodic extension of the primary beacon received
in with an additional phase shift of , the carrier
phase of can be written as

which is the desired phase for beamforming since .
After propagation through channel , the carrier from

arrives at the destination with phase and construc-
tively combines with the carriers from and .

In the round-trip synchronization protocol for
sources, we note that the secondary beacons transmitted by
are only used by or , depending on the timeslot
in which the beacon is transmitted. The other sources in the
system (and the destination) ignore these transmissions. While
more efficient protocols exploiting the broadcast nature of
the wireless links between the sources and requiring less
than synchronization timeslots may be possible, the
round-trip synchronization protocol possesses the property that
the number of synchronization timeslots is linear in .

D. Discussion

Although the events of the time-slotted round-trip synchro-
nization protocol are described in terms of some notion of “true
time” , it is worth reiterating that the protocol does not assume
that nodes share a common time reference. An essential feature
of the protocol is that, in each of the timeslots ,
each source transmission is simply a periodic extension of a
beacon received in a previous timeslot. In the case of
sources, source nodes must also compute a phase

2In the context of Fig. 1, � � � � � � is counterclockwise
propagation and � � � � � is clockwise propagation around the
circuit including .

offset for their carrier to arrive at the correct phase, but the car-
riers of these source nodes are each transmitted as a periodic
extension of the primary beacon received in with a phase
shift computed from two local phase differences. No absolute
notion of “time-zero” is needed since the phase of each source
transmission is extrapolated from the estimated initial phase of
the appropriate beacon observation in a previous timeslot. More-
over, each source transmission in timeslots is
triggered by the conclusion of a beacon in a prior timeslot. The
sources do not follow any schedule requiring knowledge of “true
time.”

Since each source transmission in the time-slotted round-trip
carrier synchronization protocol is intended to be a periodic
extension of a beacon received in a previous timeslot, we
note that each source could realize its phase and frequency
estimation functions during the synchronization timeslots by
using PLLs with holdover circuits [11]. A PLL implemen-
tation of two-source round-trip carrier synchronization with
continuously transmitted beacons is described in [8]. Holdover
circuits are not required in [8] since the beacons are contin-
uously transmitted and each PLL is able to constantly track
the phase of a received beacon. Since beacons are transmitted
for only finite durations in the time-slotted protocol, holdover
circuits are necessary to prevent tracking of incorrect beacons
or noise. Despite this difference, a PLL implementation for
the time-slotted round-trip carrier synchronization protocol
would be similar to that in [8] with the addition of the holdover
circuits and their associated logic. Like [8], we note that each
source requires as many PLLs as received beacons in order to
“store” all of its local phase and frequency estimates. In the
time-slotted synchronization protocol with , this implies
that a source may require as many as three PLLs, depending on
whether or not it is an “end node,” i.e., or , or an “interior
node”, i.e., .

We also point out that, as long as the half-duplex constraint
is not violated, the absolute starting and ending times of each of
the timeslots are not critical to the performance of the protocol.
Since each source transmission in timeslots
is a periodic extension of a beacon received in a prior timeslot,
gaps of arbitrary duration can be inserted between the times-
lots without directly affecting the phase offset at the destina-
tion during beamforming. Gaps between the timeslots may be
needed in practical systems, for example, to account for pro-
cessing time at the sources and/or transient components of bea-
cons received in multipath. In any case, these gaps do not di-
rectly affect the relative phase of the periodic extensions since
they essentially delay the window in which the periodic exten-
sion is transmitted but do not change the phase or frequency of
the periodic extension. As a consequence of this property for the
case when sources, the estimate of at in is
not critical if the beamforming timeslot is sufficiently long. An
inaccurate estimate of only causes ’s carrier to arrive
slightly earlier or later than ’s carrier at ; it does not affect
the relative phase of the carriers during beamforming. The same
intuition applies to the case of sources.

As a final point, the indirect effect of gaps between the times-
lots is that the extrapolated phase estimates will tend to become
less accurate as the duration of the gaps increases. This is due
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to the fact that the gaps cause more time to elapse between the
observation and the start of the periodic extension transmission,
magnifying the effect of frequency estimation error and/or phase
noise. Hence, while the phase offset of the carriers at the des-
tination during beamforming is not directly affected by the ab-
solute starting and ending times of each timeslot, better perfor-
mance can be achieved when any gaps between the timeslots are
minimized.

IV. TWO-SOURCE DISTRIBUTED BEAMFORMING

PERFORMANCE IN TIME-INVARIANT CHANNELS

This section analyzes the performance of the time-slotted
round-trip carrier synchronization protocol in terms of the
carrier phase offset at the receiver during the beamforming
timeslot. We focus here on the two-source scenario and note
that the analysis for this case can also be applied to the analysis
of phase offsets in the source scenario.

In an ideal two-antenna beamformer, the received signals add
constructively at the destination and the resulting amplitude is

. The non-ideal nature of the dis-
tributed beamformer is captured in the carrier phase offset

(6)

for where represents the linear
phase drift during beamforming, represents the
initial phase offset at the start of beamforming, and
represents the difference in the phase noise processes of the local
oscillators of and . Phase and frequency estimation errors
at each source result in unavoidable initial carrier phase offset
at the start of as well as linear phase drift over the duration
of . Moreover, the phase noise in each source’s local oscil-
lator causes each source’s phase to randomly wander from the
intended phase during beamforming, even in the absence of es-
timation error. The following section establishes a vector nota-
tion for the eight estimation errors in the two-source time-slotted
round-trip carrier synchronization protocol. We then analyze the
joint statistics of these estimation errors as well as the error due
to phase noise in order to facilitate analysis of the carrier phase
offset during beamforming. Our analysis assumes that the syn-
chronization timeslots are sufficiently short such that the phase
noise is negligible during synchronization and does not appre-
ciably affect the accuracy of the phase and frequency estimates
of the beacons received at each source.

A. Statistics of the Frequency and Phase Estimation Errors

In the time-slotted round-trip carrier synchronization pro-
tocol, each source generates a pair of frequency estimates and a
pair of phase estimates from the primary and secondary beacon
observations. We define the estimation error vector

where

and

Note that the frequency and phase estimation errors and
are defined with respect to the primary beacon frequency and
phase transmitted by . The frequency and phase estimation er-
rors and are defined with respect to the secondary beacon
frequency and phase transmitted by .

To facilitate analysis, we assume that the frequency and phase
estimates at both sources are unbiased, i.e., . De-
noting the covariance matrix of the estimation error vector as

, we note that almost all of the off-diagonal terms
in this matrix are equal to zero since observations in different
timeslots are affected by independent noise realizations and ob-
servations at and are affected by independent noise real-
izations. The frequency and phase estimates obtained from the
same observation at a particular source, however, are not inde-
pendent. Their covariance is denoted as .

It is possible to lower-bound the non-zero elements in with
the Cramer-Rao bound (CRB). Given an -sample observation
of a complex exponential of amplitude sampled at rate ,
the CRBs for the variances and covariance of the frequency and
phase estimates are given as [12]

(7)

(8)

and

(9)

where is the variance of the uncorrelated real and imag-
inary components of the independent, identically distributed,
zero-mean, complex Gaussian noise samples.

B. Carrier Frequency Offset During Beamforming

Since the carrier transmissions of each source in are pe-
riodic extensions of the secondary beacons, it is reasonable to
expect that and transmit their carriers in at the sec-
ondary beacon frequency estimates and , respectively.
At the start of beamforming, however, each source actually pos-
sesses a pair of frequency estimates that could be used for beam-
forming: one from the primary beacon observation and one from
the secondary beacon observation. Since both frequency esti-
mates are unbiased, the source could simply select the estimate
with the lower variance for the carrier transmission in . An
even better approach is to generate the carrier at from a linear
combination of the local estimates, i.e.,

In this case, the carrier frequency offset during beamforming
can be written as

(10)

where
.

If the frequency estimates are unbiased and Gaussian dis-
tributed, the carrier frequency offset is Gaussian distributed
with zero mean for any fixed and . A good choice then
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for the linear combination parameters is one that minimizes
where

The linear combination parameters that minimize can
be determined using standard calculus techniques to be

If each source is able to obtain high quality frequency esti-
mates through, for example, properly designed PLLs or max-
imum likelihood estimators, the CRB result (7) can be used to
compute the terms required for computation of . This
computation, while simple, does however require knowledge of
the signal to noise ratio for each channel of interest.
If this information is not available but the durations of the sec-
ondary beacons are equal, i.e., , the reciprocal nature
of and implies that . A reasonable
approach then could be to assume that the intrasource channels
are of better quality than the source-destination channels, i.e.,

in which case .

C. Carrier Phase Offset at the Start of Beamforming

From (3) and (4), the carrier phase offset at the start of beam-
forming can be written as

The frequency estimates and are generated from the
secondary beacon observations at and , respectively, and
can be written as

From the protocol description in Section III, the phase estimate
can be written as

where is the primary beacon phase estimation error at
and is the secondary beacon phase estimation error at .
Similarly, the phase estimate can be written as

where . Since
, we can write

(11)

where .

D. Effect of Phase Noise During Beamforming

In addition to phase and frequency offsets that occur as a con-
sequence of imperfect estimation, practical oscillators also ex-
hibit phase noise. Oscillator phase noise can cause the phase of
each carrier to randomly wander from the intended phase during
beamforming and can establish a ceiling on the reliable beam-
forming time, i.e., the time at which the phase offset between
the carriers drifts beyond an acceptable theshold, even in the
absence of estimation error.

We model the oscillator phase noise at as a non-sta-
tionary Gaussian random process with zero mean and variance
increasing linearly with time from the start of beamforming, i.e.,

for , where the variance pa-
rameter is a function of the physical properties of the oscillator
including its natural frequency and physical type, e.g., Colpitts
[13]. We assume that and share the same value of

but are independent phase noise processes. As discussed in
[13], typical values of for low-cost radio-frequency oscilla-
tors range from 1 to 20 Hz.

E. Statistics of the Phase Offset During Beamforming

Substituting (10) and (11) in (6), we can compactly express
the phase offset during beamforming in terms of the estimation
error vector and phase noise processes as

for . Note that
is deterministic. Under the assumption that the estimates are
unbiased, Gaussian distributed, and independent of the mutually
independent phase noise processes at each source, we can say
that where

(12)

at any . This result can be used to quantify
the amount of time that the distributed beamformer provides an
acceptable level of carrier phase alignment with a certain level
of confidence. At any time , the probability that
the absolute carrier phase offset is less than a given threshold
can be written as

(13)

where . The CRB can
also be used to provide a lower bound on the variance of the
phase offset during beamforming and, as such, an upper bound
on the probability that the absolute carrier phase offset is less
than a given threshold.

Authorized licensed use limited to: Worcester Polytechnic Institute. Downloaded on November 7, 2008 at 14:19 from IEEE Xplore.  Restrictions apply.



5638 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 56, NO. 11, NOVEMBER 2008

Fig. 3. ������� ���� � �� versus beamforming time for the case when � 	

 �s and � 	 � 	 � �s.

F. Numerical Examples

This section presents numerical examples of the two-source
time-slotted round-trip carrier synchronization protocol in
single-path time-invariant channels. The examples in this
section assume that all beacons are received at an SNR of

dB and that each channel has a
random propagation delay. The primary beacon frequency is

rad/second and the oscillator phase noise
variance parameter is assumed to be Hz.

The first example shows how the beamforming quality
degrades as the duration of the beamforming interval
increases (for fixed beacon durations) and gives a sense of how
often the sources will require resynchronization to maintain ac-
ceptable beamforming quality. Fig. 3 plots
versus elapsed time from the start of beamforming when the
primary beacon duration is fixed at s and the secondary
beacon durations are fixed at s. Both sources
generate carrier frequencies for beamforming with the optimum
linear combining factors in this case. A
Monte Carlo simulation with 50000 iterations was performed
to obtain estimates of where, for each new
realization of the random parameters, both sources generate
maximum likelihood phase and frequency estimates of their
noisy observations and use these estimates to generate periodic
extensions in the appropriate timeslots. The quality thresholds
in Fig. 3 represent the ratio of received power of the distributed
beamformer to that of an ideal beamformer in the sense that

and implies that the received
power of the distributed beamformer at time is no worse than

times that of an ideal beamformer, where . The
value of represents the “break-even” case where
the distributed beamformer has the same power efficiency as
orthogonal transmission, i.e., the carriers are received with
90 degrees of phase offset.

The results in Fig. 3 show that the carrier phases are
closely aligned at the destination with high probability up to

s. By ms, however, the probability of

Fig. 4. 95% confidence beamforming time as a function of the primary beacon
duration � and secondary beacon durations � 	 � for a 90%-ideal beam-
forming quality threshold �� 	 ���
 ������.

having carrier phase alignment such that beamforming is more
power efficient than orthogonal transmission is less than .
Hence, depending on the quality threshold and the confidence
in which the threshold must be satisfied, these results show that
the distributed beamformer must be periodically resynchro-
nized in order to maintain an acceptable level of performance
with high confidence.

In addition to the Monte Carlo simulations, Fig. 3 also plots
an upper bound for using the CRB results in
Section IV.A to lower bound (12). The close match of the exper-
imental and analytical results shows that, as might be expected
(see, e.g., [14]), the CRB can be used to efficiently predict the
performance of the two-source time-slotted round-trip carrier
synchronization system when the sources use maximum likeli-
hood phase and frequency estimation. The CRB without phase
noise, i.e., , is plotted to also show the effect of phase
noise on the expected beamforming time. In these results, since
the synchronization timeslots are short, the phase drift due to
the phase and frequency estimation errors tends to dominate the
effect of the phase noise.

The second example considers the effect of the beacon dura-
tions on how long acceptable beamforming quality can be main-
tained at a desired level of confidence. Fig. 4 plots the 95%
confidence beamforming time given a 90%-ideal beamforming
quality threshold ( and

) using the CRB analytical predictions. All other param-
eters are identical to Fig. 3. The results in Fig. 4 show two
regimes of operation. In the short-beacon regime, the phase and
frequency estimation errors dominate the phase noise. In this
regime, the 95% confidence beamforming times are approxi-
mately flat with respect to the secondary beacon duration when
the secondary beacon durations are significantly shorter than the
primary beacon duration. When the secondary beacon durations
begin to exceed the primary beacon duration, the 95% confi-
dence beamforming times increase at a rate proportional to the
secondary beacon durations. If the secondary beacon durations
become too long, however, the 95% confidence beamforming
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Fig. 5. Synchronization overhead as a function of the primary beacon duration
� and secondary beacon durations � � � for a 90%-ideal beamforming
quality threshold at 95% confidence (� � ���� ����	 and 
���
�� ��	� �
�� � ����).

time quickly drops to zero. This is due to the fact that the ex-
trapolated phase estimates from the primary beacon become in-
creasingly inaccurate for longer secondary beacon durations.

In the long-beacon regime, the oscillator phase noise dom-
inates the phase and frequency estimation errors. When oper-
ating in this regime, the 95% confidence beamforming time is
flat with respect to the primary and secondary beacon dura-
tions. In Fig. 4, the phase noise establishes a 95% confidence
beamforming time ceiling at approximately 5 ms. This ceiling
is achieved when or when and

. Since there is nothing to gain from increasing
beacon durations when operating in this regime, these results
intuitively suggest that beacon durations should be selected to
be long enough such that the estimation error does not dominate
but also short enough such that phase noise does not dominate.

Fig. 5 plots the synchronization overhead of the two-source
round-trip protocol under the same conditions as in Fig. 4. We
define synchronization overhead as the fraction of total time
spent synchronizing the sources ignoring propagation delays,
i.e.

The beacon durations , and are design parameters, but
the beamforming duration is computed from the CRB ana-
lytical predictions assuming a a 90%-ideal beamforming quality
threshold at 95% confidence. The results in
Fig. 5 show that a synchronization overhead of less than 1% can
be achieved by selecting beacon durations such as
and or and .
In both cases, the beacon durations are short enough to avoid
operation in the phase-noise dominated regime but also long
enough to avoid excessive estimation error. An important con-
clusion from these results is that the synchronization overhead
can be small when the beacon durations are selected such that

the phase drift due to estimation error is balanced with the phase
noise.

V. EFFECT OF MOBILITY

In this section, we consider the question of how mobility af-
fects the performance of the two-source time-slotted round-trip
carrier synchronization system. Since each of the three channels
in the system are accessed in both directions at different times,
mobility may lead to phase and frequency offset at the desti-
nation during beamforming even in the absence of phase and
frequency estimation error at the sources. While our focus here
is on the scenario with sources, the ideas developed in
this section also apply to the source scenario.

In order to isolate the effect of mobility on the two-source
distributed beamformer, we consider a system with noiseless
single-path channels and perfect oscillators, i.e., no phase noise.
In this scenario, the sources are able to perfectly estimate the
phase and frequency of their primary and secondary beacon
observations. We assume a constant velocity mobility model
where, in ’s reference frame, and are moving with con-
stant velocity for , where is the maximum
source velocity and . While this constant bounded ve-
locity assumption may appear to be somewhat restrictive, it is
reasonable in the regime where the synchronization timeslots
are short. Any acceleration that occurs in a timeslot will result
in a relatively small velocity change if the timeslot is short.

A. Initial Carrier Phase Offset Due to Mobility

Under the notation established in Section III, , and begin
transmission of their carriers in at times and , respec-
tively. The resulting arrival time difference at the destination can
be written as

where denotes the propagation time of an impulse emitted
from transmitter to receiver at time . If the carriers from

and are both transmitted at frequency , the arrival time
difference results in a carrier phase offset at the start of beam-
forming of . Applying the bound for developed
in the Appendix, we can bound the initial carrier phase offset as

(14)

where denotes the maximum propagation
delay over all links in the system, and where we have assumed
that the secondary beacon durations are identical .

As a numerical example of the bound, consider a system with
a 900 MHz carrier frequency and secondary beacon durations

s. Suppose the maximum velocity of each source
is set to meters/sec and the maximum propagation
time is set to s, corresponding to a maximum distance
between any two nodes of 300 meters. From (14), the maximum
initial carrier phase offset can be computed to be
radians, or about 2.7 degrees.

Authorized licensed use limited to: Worcester Polytechnic Institute. Downloaded on November 7, 2008 at 14:19 from IEEE Xplore.  Restrictions apply.



5640 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 56, NO. 11, NOVEMBER 2008

B. Frequency Offset Due to Mobility

In addition to an initial carrier phase offset at the start
of beamforming, mobility may also result in frequency offset

during beamforming due to Doppler shifts [15] in each link.
Before analyzing the behavior of the round-trip system, we first
consider an exchange of short sinusoidal beacons between two
nodes denoted by and . Suppose transmits the first beacon.
In ’s reference frame, is moving at constant velocity and
is separating from at the rate where is the
angle of ’s motion with respect to the line from to . When
a beacon is transmitted from to , in ’s reference frame, the
geometry is the same as before except that now is moving at
constant velocity and is separating from at the rate

where is defined in the same way as . We
can write the ratio of the Doppler shifts as

Since the beacons between and were not transmitted si-
multaneously, it cannot be assumed that . Never-
theless, when the elapsed time between transmissions is short,
we can expect any difference in the angles to be small. Sup-
pose that we can bound the difference of the angles such that

. Then we can bound the range of as

where is the maximum source velocity, , and the
approximation results from discarding the insignificant higher
order terms in the series representation of the ratio.

In the two-source time-slotted round-trip carrier synchroniza-
tion protocol, beacons are transmitted around the

and circuits. We denote the
Doppler shift, i.e., the ratio of the output to input frequency, in
the channel as . Focusing on propagation through the
first circuit, the frequency of the primary beacon received by

can be written as . Since the secondary beacon
transmitted by is a periodic extension of this primary beacon,
the secondary beacon transmitted by will be received by
at frequency . And finally, since
will transmit its carrier as a periodic extension of this secondary
beacon, the carrier from will be received by at frequency

. A similar analysis can be applied to the
second circuit.

When the sources are moving with constant velocity, each
circuit incurs a composite Doppler shift that is the product of the
individual Doppler shifts in each link. If we bound the absolute
difference of the angles of all of the forward and reverse links in
the round-trip synchronization system by , the previous result
implies that the ratio of the composite Doppler shifts, i.e.

is bounded by

where we have again discarded the higher order terms in the
approximation. Note that the terms correspond to the
ratio of the Doppler shifts for the secondary beacons exchanged
between the sources since a source’s velocity relative to the
other source is bounded by . This result implies that the car-
rier frequency offset during beamforming can be bounded by

As a numerical example of the bound, consider a system with
a 900–MHz carrier frequency, maximum velocity
m/s, and an angle bound radians, corresponding
to 1 degree of maximum angle difference between all forward
and reverse transmissions. In this case, the maximum carrier fre-
quency offset at the destination can be computed to be

Hz. This amount of carrier frequency offset is likely to be in-
significant in most cases when compared to the frequency offset
caused by estimation error as well as the phase noise of typical
low-cost radio frequency oscillators.

C. Discussion

The results in this section demonstrate that the round-trip car-
rier synchronization protocol can be designed such that even sig-
nificant levels of mobility have little effect on the performance
of the distributed beamformer in single-path channels. For a
given carrier frequency, the initial carrier phase offset due to
mobility can be reduced to a desired level by limiting the range
of the links (and hence limiting the maximum propagation time

), limiting the maximum source velocity, and/or by transmit-
ting short secondary beacons. Similarly, carrier frequency offset
during beamforming due to mobility can be reduced by limiting
the change in the velocity angles between forward and reverse
accesses of a channel. This can also be achieved by limiting the
maximum velocity and/or by using short beacon durations.

In systems with mobility, the selection of beacon durations in-
volves a tradeoff between the carrier phase and frequency offsets
caused by mobility and the carrier phase and frequency offsets
caused by estimation error at each source. Selecting very short
beacon durations can minimize the effects of mobility but lead to
high levels of estimation error and unnecessary synchronization
overhead. On the other hand, very long beacon durations may
result in precise phase and frequency estimates at each source,
but significant carrier phase and frequency offsets due to mo-
bility as well as operation in the phase-noise dominant regime.
As was the case without mobility, beacon durations should be
selected to balance the effect of these impairments.

As a final point on the implementation of round-trip carrier
synchronization in systems with mobility, we note that the op-
timum linear combining parameters derived in Section IV-B to
minimize are, in general, not optimum in systems with
Doppler shift. The combining factors and were derived for
the case when both frequency estimates and at are un-
biased estimates of , as is the case for systems with LTI chan-
nels. In systems with time-varying channels and Doppler shifts,
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however, and may have different biases with respect to
the primary beacon frequency . If these biases are small with
respect to the standard deviation of the frequency estimation er-
rors, the optimum combining factors derived in Section IV-B
may still be used with little loss of optimality. On the other
hand, if the biases due to Doppler effects are large with respect
to the standard deviation of the frequency estimation errors, use
of the combining factors derived in Section IV-B may signifi-
cantly degrade the performance of the beamformer. In this case,
the carriers should be generated as periodic extensions of the
secondary beacons in order to ensure that the ratio of the com-
posite Doppler shifts in each circuit is close to one.

VI. CONCLUSION

In this paper, we have proposed a time-slotted round-trip car-
rier synchronization protocol to enable distributed beamforming
in multiuser wireless communication systems. We have pro-
vided a detailed description of the half-duplex protocol for a
system with two sources and single-path time-invariant chan-
nels and have also described how the protocol can be applied
to systems with more than two sources, multipath channels,
and mobility. We analyzed the performance of the time-slotted
round-trip carrier synchronization protocol in the two-source
scenario in terms of the statistics of the carrier phase offset at the
destination and the expected beamforming time before resyn-
chronization is required. Our numerical results demonstrated
that the parameters of the synchronization protocol can be se-
lected such that a desired level of phase accuracy and reliability
can be achieved during beamforming and such that the synchro-
nization overhead can be small with respect to the amount of
time that reliable beamforming is achieved. We have also ana-
lyzed the effect of time-varying channels on the performance of
the protocol and demonstrated that the parameters of the syn-
chronization protocol can be selected to make reliable beam-
forming possible even in systems with mobile transmitters.

APPENDIX

For a time-slotted round-trip distributed beamformer with
two sources, as shown in Section V-A, the arrival time differ-
ence of the start of the carriers at the destination can be written
as

(15)

where
and where de-

notes the propagation time of an impulse emitted from trans-
mitter to receiver at time . An upper bound on the magni-
tude of can be written as

Before we make this bound more explicit, we note that the re-
quired accuracy of the forward and reverse propagation times

requires consideration of relativistic effects. For example, in a
system with 900 MHz beacons/carriers, a error of 100 ps in a
propagation time calculation corresponds to a phase error of
more than 30 degrees. To maintain consistency and avoid unnec-
essary transformations between reference frames, we will take
all lengths and times in our analysis to be in the destination’s
reference frame.

Since the speed of light is constant in any reference frame, an
impulse emitted by a stationary or moving source in the destina-
tion’s reference frame always propagates at velocity from the
perspective of the destination. To provide an example of the fun-
damental calculation that we use to derive the bound, suppose
a receiver is distance from an emitter of an impulse at time

and is moving at constant velocity on a line directly away
from the emitter (all lengths and times are in the destination’s
reference frame). The emitter can be stationary or moving in
the destination’s reference frame without affecting the analysis.
Since the impulse propagates with velocity and the receiver is
moving directly away from the point at which the impulse was
emitted at velocity , the impulse emitted at arrives at the re-
ceiver when

where the lengths and times are all in destination’s reference
frame. Hence, the propagation time in the destination’s refer-
ence frame is

This expression can also be used to calculate the propagation
time of an impulse to a stationary receiver by setting , or
to a receiver moving directly toward from the point at which the
impulse was emitted under the convention that motion toward
the emitter corresponds to negative velocity [16].

With this example in mind, the first term in (15) repre-
sents the propagation time difference in the reverse and forward
links, respectively, between and . Since , this
term is maximized when moves away from at maximum
velocity and is minimized when moves toward at max-
imum velocity. In the former case, we can write

where is the distance from to at time .
Similarly, when moves toward at maximum velocity, we
can write
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It can be shown that . Hence, we can say that

(16)

where the second inequality is applied to allow for a more con-
venient representation of the overall bound on .

The second term in (15) represents the propagation time
difference in the links between and . Since

, this term is maximized when the sources are separating at
maximum velocity and is minimized when the sources are ap-
proaching each other at maximum velocity. In the former case,
we can write

where is the distance from to at time . Simi-
larly, when the sources are approaching each other at maximum
velocity, we can write

It can be shown that . Hence, we can say that
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