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Abstract—In wireless networks, it is well-known that inter-

technique to encourage cooperation among selfish nodes is th

mediate nodes can be used as cooperative relays to reduce thejevelopment of extrinsic incentive mechanisms, e.g. airtu

transmission energy required to reliably deliver a messagdo
an intended destination. When the network is under a central
authority, energy allocations and cooperative pairings ca be
assigned to optimize the overall energy efficiency of the nebrk.

currency [4], [5], where nodes are reimbursed for coopemnati
The idea of virtual currency is intuitively appealing in nyan
scenarios, but the use of virtual currency has the potefatial

In networks with autonomous selfish nodes, however, nodes fraud and/or collusion as discussed in [6]. Another techeiq
may not be willing to expend energy to relay messages for that can induce cooperation is the introduction of altiaist

others. This problem has been previously addressed through

the development of extrinsic incentive mechanisms, e.g.rtial

currency, or the insertion of altruistic nodes in the netwok to

enforce cooperative behavior. This paper considers the ptiem of
how selfish nodes can decide on an efficient energy allocatiand

endogenously form cooperative partnerships in wireless eorks

without extrinsic incentive mechanisms or altruistic nodes. Using
tools from both cooperative and non-cooperative game thegr the
three main contributions of this paper are (i) the developmat of

Pareto-efficient cooperative energy allocations that canédagreed
upon by selfish nodes, based on axiomatic bargaining technigs,
(i) the development of necessary and sufficient conditionsnder

which “natural” cooperation is possible in systems with fadng

and non-fading channels without extrinsic incentive mechaisms
or altruistic nodes, and (iii) the development of technique
to endogenously form cooperative partnerships without cetnal

control. Numerical results with orthogonal amplify-and-forward

(OAF) cooperation are also provided to quantify the energy
efficiency of a wireless network with sources selfishly all@ting

transmission/relaying energy and endogenously forming ap-

erative partnerships with respect to a network with centraly

optimized energy allocations and pairing assignments.

|I. INTRODUCTION

nodes into the network [7] that punish misbehaving nodes.
While both of these techniques have been shown to encourage
cooperation among selfish nodes, they both require somk leve
of central authority in the network to perform accounting or
to strategically insert altruistic nodes. They also imigic
assume that the near-term costs and benefits of cooperative
behavior are one-sided, hence remuneration is necessary to
enable cooperation. While this assumption is true in some
cases, recent studies, e.g. [8], have shown that the beogfits
cooperation can be two-sided and have considered the guesti
of when “natural” cooperation is possible in large networks
without any central authority. In [9], a two-player relagin
game based on the orthogonal amplify-and-forward (OAF)
cooperative transmission protocol [10] was analyzed inm& no
cooperative game-theoretic framework and it was shown that
natural cooperation without extrinsic incentive mecharss

or altruistic nodes can emerge under certain conditions on
the channels. Two limitations of this work, however, aret tha

it used centrally-controlled energy allocations and did no
consider networks with more than two source nodes.

Multihop or cooperative transmission is often used in wire- This paper considers the problem of how selfish nodes can

less ad hoc networks to increase energy efficiency by allpwitocally decide on an efficient energy allocation and endoge-
packets to be delivered over several short links [1]. One oously form cooperative partnerships in wireless networks
more intermediate nodes between the source and destinatigthh two or more source nodes and without any sort of
can assist in the transmission by forwarding or relaying thextrinsic incentive mechanisms, altruistic nodes, or r@nt
packet along the route to the destination. Autonomous nodmghority. We first use bargaining tools from cooperativenga
acting in their own self-interest, however, may refuse te usheory to determine efficient energy allocations that can be
their limited resources to forward packets for other nodescally computed and agreed to by a pair of selfish nodes. We
This can lead to inefficient use of the network resourcesesinihen develop a repeated-game framework and employ tools
messages may have to be retransmitted or re-routed throfigim non-cooperative game theory to describe necessary and
different paths to the destination node [2]. sufficient conditions under which natural cooperation lestv
Several techniques have been proposed to encourage a&pair of nodes is possible. To extend our results to networks
operation and improve the efficiency of wireless ad hasith more than two source nodes, we then consider the
networks with selfish autonomous nodes. A comprehensigaestion of how to endogenously form cooperative partner-
study of these techniques can be found in [3]. One well-stlidiships in general networks and propose the use of the “stable



roommates” algorithm [11], [12] to form partnerships thee a S N D = . The destination node for source node S is
stable with respect to unilateral or bilateral deviatidfisally, denoted asi; € D. It is assumed that the number of nodes
numerical results with orthogonal amplify-and-forward€) and/or the amount of offered network traffic is sufficiently
cooperation are provided to quantify the energy efficientty targe such that, in any given transmission sessi&n> 2
a wireless network with sources selfishly allocating traissm source nodes wish to transmit independent information to
sion/relaying energy and endogenously forming cooperatidistinct destination nodes in the network.
partnerships with respect to a network with centrally ojtéd In each transmission session, tResource nodes involved
energy allocations and pairing assignments. in the transmission session take turns transmitting usimg-t
Unlike the previous studies on this subject, the noveltyivision multiple access (TDMA). A transmission session is
of the approach in this paper is that the nodes in the nebmposed ofNV > 1 framesand each frame is composed of
work behave selfishly without any form of central authority2 X' timeslotsas shown in Figure 1 for the case wh&n= 2.
community enforcement, or extrinsic incentive mechanisnishe channeh;;[n] between node € S and nodej € D U
Selfish autonomous nodes endogenously form cooperatiei in framen is assumed to be frequency non-selective. The
partnerships, locally determine efficient energy allamati squared channel magnitude between nédend j in frame
and cooperate by relaying messages during transmissien sesnormalized with respect to the power of the additive white
sions with multiple frames. Throughout this paper, we assurGaussian noise (AWGN) in the channel, is denotediagn|.
that nodes exhibit rational individual choice behavioramiag In the first K timeslots of each frame, each source node
that each individual source node has a consistent preferetransmits a packet to its destination. Due to the undirected
relation over all possible energy allocations and partrend nature of wireless transmission, the TDMA transmissions in
always chooses the most preferred feasible alternativel¥de the first K timeslots are also overheard by the other source
assume that nodes can always refuse to cooperate if it isnindes in the transmission session. The signal received te no

their best interest to do so. j from nodes in framen is given as
The rest of the paper is organized as follows. Section I
introduces the system model used throughout the paper. In Yij[n] = Hijn]zin] + ugln].

Section 1l we present & two—plgyer r_elaylng game in staggs. o ; € S and allj € DUS\i in the current transmission
game formulation, develop axiomatic bargaining solutions

. . . .%ession where; [n] is the packet transmitted by source node
to determine an optimum energy allocation that two selfis . . .
v In, framen andu;;[n] is zero-mean unit-variance AWGN. In

playe_rs can agree upon, ar!d theq develop necessary %nedremainingK timeslots of the frame, each source node can
sufficient conditions under which selfish nodes will coopera

and not defect under a repeated-game formulation for b Rt.enpally help one other source node by relaymg a packet
. X : 0'its intended destination. When source ngde S\: elects
fading and non-fading channels. Section V extends these t

0 . . .
player results to networks with’ > 2 sources and describes VYo relay a packet for source nodeit transmits a function of

. . . e observation received from source nada the first half
technique in which the sources can endogenously form sta L .
) . . . . of the frame. Destination nod& € D receives
cooperative pairings. Section VI provides numerical eperg
efficiency ex.amples based on OAF_ coopgrative transmission zja,[n] = Hjq,[n)f (yij[n]) + vja,[n)]
and concluding remarks are made in Section VII.

The rest of the paper is organized as follows. Section \Where the relaying functiorf depends on the cooperative
introduces the system model used throughout the paper.Pfigtocol andv;q, [n] is zero-mean unit-variance AWGN. Al
Section Il we present a two-player relaying game in stag¥ise terms are assumed to be spatially and temporally white
game and repeated game formulation for both fading and nd¥ete that each destinatiah € D always receives at least one
fading channel conditions and Section IV provides sever@pservation in each frame, i.e. the direct transmissgigrin/,
axiomatic bargaining solutions to determine an optimum efnd may receive two observations if another source nodéselec
ergy allocation that the two selfish players can agree updf.relay the packet from source node
Section V extends the two-player game to more than twolt is assumed that the normalized channel magnitudes
players by allowing the transmitting sources to form stablfl [n] = {H;;[n]} are quasi-static and fading in the sense
cooperative pairs. Section VI provides a numerical examgleat H|n| is constant over the duration of each frame, but
based on OAF cooperative relaying. Concluding remarks e independent and identically distributed (i.i.d.) iffefient
made in Section VII. frames of the transmission session. The current chanrtel sta

is assumed to be known by tl€ source nodes involved in the
Il. SYSTEM MODEL current transmission session. Channel phases are oniyadsu

We consider an ad hoc wireless network witthalf-duplex to be known at the respective receivers.
nodes and a discrete model of time where nodes transmit
information to other nodes in the network transmission
sessionf variable duration. The sets of source nodes andThis section considers the scenario when there are two
destination nodes in a given transmission session are efénatource nodes, denoted &s= {1, 2}, that wish to communi-
as S and D, respectively, wher¢S| = |D| = K < L/2 and cate independent information to two distinct destinatiodes,

IIl. TwoO-PLAYER RELAYING GAME



transmission session ‘
frame 0 } | frame N — 1 |

In timeslot 4, if node 1 has requested relaying, node 2 must
also decide between the actioD8lR andR. The situation is
™ the same in this case as when node 1 relays for node 2 except
Fig. 1. A transmission session composediofirames withs — {1,2}.  that node 2 has the advantage of having just observed whether
or not node 1 fulfilled its relaying request and can choose its
action accordingly.
denoted a> = {3,4}. We extend the ideas developed in this Since packets from both source nodes are always delivered
section to the case withk > 2 source nodes in Section V. to each destination irrespective of whether relaying retpie
) are fulfilled or not, we define thetage-game payofis the
A. Stage Game Formulation transmission energy saved in the current frame with regpect
A stage gamas defined in terms of the players, availabl@lirect transmission. The payoff received by source node
actions, and payoffs received by each player as a consegueramen for actions
of the actions for one frame of the current transmission
session. The players in the game are the source nodes. In4Hd=(@1[n], az[n]) € {DNR, DNR),ONR, R),R, DNR), R, R}}
first two timeslots of frame, each source node transmits to it$s denoted asm;(aln],n). Note that whenevera[n] =

destination using transmit energy[n| and&s[n], respectively. (DNR, DNR), both source nodes receive a payoff of zero. If
If a source node does not request relaying from the oths&urce node chooseR and nodej choose®NR, then node
source node, i.e. it uses direct transmission to its de&lima receives a payoff of;(a[n],n) = —&™ and nodegj receives

it will transmit with sufficient energy to satisfy a minimuma payoff of;(aln],n) = &£r where

quality-of-service (QoS) constraint, e.g. SNR or rate, tat i

destination based on the current channel state. For exarhple &iln] == 5;“ [n] = &;n] >0

the required sigpa!—to—noisg raFio at destination ndgés p, s defined as the energy saved by nodavith respect to
then source nodewill transmit with energy;[n] = p/Hia;[n]  girect transmission if nodg requests relaying and node
in framen when it uses direct transmission. We denote thesiis the relaying request by relaying with sufficient egg
reqwrefiitdwect transmission energy for source notieframe , angure the QoS constraint is satisfied at destination node
n as £[n]. If a source node requests relaying from thg. rinally if a[n] = (R, R), the source nodes receive payoffs
other source node in frame, it will transmit with energy (m1(a[n],n), ma(aln],n)) = (€ — Emin €5 — Eymin). Fig-
dt ) Y ) ) *

0<& ["]_< & nl. ) o ) ure 2 summarizes the two-player relaying game in extensive

Referring to the timeslot schedule in Figure 1, if node g,y 114 and shows the payoffs received by each source node

has requested relaying, then node 1 must decide in timeslo{ 3, fnction of the actions chosen by the players in the stirre
whether to fuffill this relaying request. Since both sourodes ¢ o

know the channel state, node 1 can determine the minimum

relaying energy¥; ™" [n] required to ensure the QoS constraint o
is satisfied at destination node 4 [13]. Although node 1 can

choose any non-negative relaying enefifyn], it will never 7 TS .
rationally choose a relaying energy larger than the minimum
required relaying energy since there is no benefit to either -0~
source node if a node expends excess relaying energy. Esour — ow
node 1 transmits with relaying energy less than the minimum --O----G-----0-------43---------{F -3~
required relaying energy, then the packet will not be rembiv : R %

at destination node 4 with the required QoS and node 2 will
need to transmit with additional energy at the end of the &am
to ensure the QoS constraint is satisfied. For these reasensFig. 2. Two-player relaying game in extensive form with smunodess =
assume that node 1 chooses from the discrete set of_ acti éi&hggﬁg;’g?l’eg&g’rgzs,!?l:'rz:;{ rZ?]%ofddotﬁmﬂ;??trégn;?\'zslfn
“do not relay” (@:[n] = DNR < £7[n] = 0) and “relay with The pairs at the bottom of the tree correspond to the payéffedes 1 and 2,
minimum required relaying energya([n] = R < £][n] = respectively, at the end of the frame.

&m[n]) in framen. If source node 1 chooses the actidNR

when&™"[n] > 0, then node 2 will transmit at the end of the 1) Stage Game Analysidnspection of the payoff pairs in
frame with the remaining energy required to ensure the Q&8jure 2 shows that, when node 2 is requested to relay such
constraint is satisfied at node 4. Since the channel maggstuthat £, > 0, node 2 will choose the actioDNR because

are assumed to be constant over the duration of the frante, payoff of choosingDNR is always better than choosing
the total transmission energy expended by node 2 in this cageirrespective of node 1's actions. Knowing this, node 1 will
will be the same as if node 2 had used direct transmissiondlso choose the actiobNR for the same reasons. Since both
timeslot 2. If source node 1 chooses the actiynthe packet source nodes know that any relay requests will always be
will be received by node 4 at the required QoS level withouejected, both source nodes will choose to communicate with
any additional transmission energy from node 2. their respective destinations by direct transmission acdive

timeslot 4
2relays

timeslot 3

timesls slot2 | timeslot3 | timeslot4 | siuussssssss | timeslot1 | timesl 1
1transmits | 2transmits | 1 relays

timeslot 1 | timeslot 2
1transmits | 2 transmits.

timeslot 3 timeslot 4
1 relays 2 relays

L0117 E500,0)  (0,006F, ~E5 10,0157, 4N EB, 55 - £57)



the payoff pair(mi(a[n],n), m2(a[n],n)) = (0,0). transmission session. We define the expected total payoff of
To formalize this result, we briefly review the concept of aodei as

Nash Equilibrium (NE) [14]. In a-player game, the action N-1
profile (a}, ..., a}) is an NE if, for each playei, a} is playeri’s I, = E { Z mi(aln], n)}
best response t@* ,, wherea_, denotes the actions of all the n=0

players except player In framen, this can be expressed as, here N is random andr, (a[n],n) may be random. Under

mi({ar[n], a*,;[n]},n) > m({ailn], a*,[n]}, n) the assumption that the stage-game payoffs are independent
_ _ . , of N, the expected total payoff can be shown to be equivalent
for all a; in the set of available actions for playeand where o a repeated game having an infinite number of stages with
m; is the payoff function playet. Intuitively, if all of the fyture payoffs discounted according to the expected dumati

players are choosing NE actions, no player can increase thgithe game [15]. For playei; this can be expressed as
payoff by unilaterally deviating from the NE action profile.

It is not difficult to shew that the only NE of the two-player m, = i S"E{mi(aln],n)}
relaying stage game ig[n| = (DNR, DNR). —

The dilemma in this result is that both nodes could poten- _ _ _ "
tially receive a payoff better thatn,0) by accepting relay Whered is called thediscount factorand;(a[n], n) is the:
requests wherf; — & > 0 and £ — &m» > 0. In Player's payoff in framen given action profilea[n)].
other words, if the channel state is such that both nodesicoul
save energy through mutual cooperation, both nodes would ddn repeated games, players useteategyto specify their
better by choosingi[n] = (R,R) thana[n] = (DNR,DNR). actions in each stage game as a function of the channel state,
Nevertheless, analysis of the stage game yields only one R@operative protocol, QoS constraint, and previous astion
action profile for selfish players: mutual non-cooperation. of the other players. We define BRIGGER strategy in the
the following section, we extend this stage-game analygsés t repeated two-player relaying game as followsjif " [n] > 0,
repeated game formulation and show that, unlike a singigest player: chooses the action;[n] = R unless the other player
game, a repeated game with uncertain ending can includ®as previously choseDNR when relaying was requested. If

mutually cooperative NE for selfish players. player: choose®NR when& ™" [n] > 0, then playet is said
_ to defect If either player defects, the other player “triggers”
B. Repeated Game Formulation punishment by choosinBNR in all future stage games (note

Since each transmission session is compose& of 1 that, since node 2 chooses its action after it observes the
frames, the stage game formulation developed in the priation of node 1 in the current stage game, node 2 will trigger
section can be extended taepeated gamenodel where the punishment by playinddNR in the current stage game).
players interact over multiple stage games.Nfis known
to both source nodes in the current transmission session, . ]
backward induction arguments can be used to show that botd) Repeated Game Analysisn our analysis of the re-
players will choosea[n] = (DNR, DNR) in each stage g‘.Jme_peat_ed game scenario, the channel states in the current and
To see this, first consider the last stage game. Since ther@fgvious frames are assumed to be known to both sources.
no possibility of gain from future cooperation, node 2 willf "€ channel states in future frames are not known; only
rationally choosdNR to maximize its payoff. Knowing this, their distribution is known. The energy allocatidin] =
node 1 will also choos®NR for the same reasons. Sincel€1], &2[n], &7 [n], €™ [n]} is assumed to dynamically
each node knows that the other node will chobR in the determined in each frame:_o, 1,... according to the kn_own
last stage game, they will also choosg:] = (DNR, DNR) channel stete, the cooperatlve proftocol, and the QoS comistr _
in the second to last stage game, and so on, ensuring that th€ following proposition establishes necessary and suffi-
only rational strategy for both source nodes is to rejeayrel €i€nt conditions under which theRIGGERTRIGGER) strategy
requests in all of the stage games [15, p.10]. profile is an NE of the repeated two-player relaying game

Now consider the scenario when the number of fram&4dth uncertain ending in systems with quasi-static i.iatlifg
in the current transmission session is not known by tf&annels.
source nodes. Specifically, we consider the case when the
transmission session continues after the current framk Wﬁroposition 1.

fixed probabilityd, whered is known to both source nOdeS'channeIs, the strategy profil@{IGGER TRIGGER) is an NE of

In this case, the number of frame¥ is a geometrically o repeated two-player relaying game with uncertain egdfin
distributed randonrnlvanable with probeblhty mass funotio,q only if&7m [n] < 5{‘[n]+%6_1 and £mn [n] < %52
pn(n) = (1 =246)6"1 forn =1,2,.... Since the number of ¢, o, — 0,1,... where&; := E{&f[n] — & [n]}.

frames in the current transmission session is not knowneo th

source nodes (and, as will be discussed in Section IlI-B4, th

payoffs in future frames may also be unknown), both source Proof: In framen/, if both nodes have faithfully played

nodes seek to maximize the@xpectedtotal payoff in the and continue to play the strategy profiER{GGERTRIGGER),

In a system with quasi-static i.i.d. fading



they will receive an expected total payoff of ie. &n] = {&1,&, &, i} foralln = 0,1,.... The
1 following lemma establishes necessary and sufficient condi
I, = Z §™(EX[n] — Ermin [n)) tions under which theTRIGGERTRIGGER) strategy profile is
— ! ! an NE of the repeated two-player relaying game with unaertai
o0 ending in systems with non-fading channels.
S Gt B S S

- Lemma 1. In a system with non-fading channels, the strategy
n=n’

profile (TRIGGERTRIGGER) is an NE of the repeated two-

The first and second terms in this expression correspopdyer relaying game with uncertain ending if and only if
to the known total payoff of the previous frames and thglrmm < & and E5min < 63

known payoff of the current frame, respectively. The finafte N
in this expression corresponds to the expected total payoffl N€ Proof of Ler:1ma Tl follows from Proposition 1 by
from mutual cooperation in future stage games where tREPStitutingg; = & — & for i € {1,2}. Unlike the

ii.d. channel state assumption has been used to remove g€ With fading channels, all of the future payoffs are kmow
dependence of the mean an when the channels are non-fading; only the duration of the

If node 1 deviates from therIGGER strategy by defecting Fransmission session is unknown. Both source nodes have no
in stage gamey’, it will receive a total payoff of incentive tq defect when th.ey expect to receive more long-
term benefit from cooperation than short-term benefit from
n—1 defection.
M = > §"(E ] — & n)) In each framen = 0,1,..., Proposition 1 and Lemma 1
n=0 identify a set of feasible energy allocations under whidfiste
because node 2 will punish node 1 immediately for itsodes will rationally choose mutual cooperation. This set
defection in the current stage game. Note that this totalight be empty, depending on the channel state, cooperative
expected payoff does not exceed the total expected payoff fr protocol, and QoS constraint, in which case the only NE is
faithfully playing the TRIGGER strategy whens™ (£7[n/] — for both sources to use direct transmission. When this set is
Ermm ')+ 307 1 6"E > 0. Hence, node 1 has no incen-not empty, there remains the question of how much relaying
tive to deviate from the strategy profileKIGGERTRIGGER) energy the sources should demand of each other. The initial
when&{™"[n'] < & [n'] + 155&1. transmit energie8 < & [n] < £ [n] and0 < &[n] < E[n],
If node 2 deviates from theRIGGER strategy by defecting When combined with the channel statg[n], the cooperative
in stage gamev/, it is punished by node 1 in the next stag®rotocol, and the QoS constraint, imply the minimum regtire

game and receives a total expected payoff of relaying energies‘,‘{mm [n] and 55"”"” [n]. Since the channel
state is known to both source nodes, one possible strategy

would be for both source nodes to choddgn] and &;[n]
such that they request the maximum relaying energy from the

) other source under the conditions of Proposition 1, i.eerdd
The second term here corresponds to the payoff recelvedskgfects&[n] such that€]™ [n] = £;[n] + ¢, and node 1
= -6

node 2 in stage game’ when its packet is forwarded by flects& [n] such thatsy™ [n] = 1%552- Under this energy
I
o

n'—1

= 3 6" (E5ln] - 57 n]) + 6" &5 o).
n=0

node 1 but it does not reciprocate. This total expecteo! rbay§ ocation, the tRIGGERTRIGGER) strategy profile is an NE
does not exceed the total expectgd payoff from faithfull f the repeated game and the total expected payoff for both
playing theTRIGGER strategy wherE,™ " [n'] < %52' source nodes can be calculateds= 0 andIl, = E{&;[n]}.
Proposition 1 implies that, as long as both sources can fififlis energy allocation, however, is likely to be inefficient
an energy allocation such that they are not requested toexpg, the sense that there may be other energy allocations that
“too much” relaying energy in the current frame, then mutuaggyt in a better total expected payoff for onebath source
cooperation (with the threat of punishment for defectiam nodes. The question of how to select an efficient and mutually

NE of the repeated two-player relaying game with uncertajyreeable energy allocation is considered in the following
ending. In other words, both source nodes have no incemtiveskction.

defect when they can expect to receive more long-term benefit

from cooperation than short-term benefit from defectionteNo  1V. EFFICIENT COOPERATIVEENERGY ALLOCATION

that the strategy profileal WAYS DEFECT, ALWAYS DEFECT) When the seti{\(0,0) is not empty, selfish nodes will

is also an NE of the repeated two-player relaying game wititempt to arrive at a unique mutually agreeable payoff pair

uncertain ending since neither player stands to gain fro@ind, consequently, a unique energy allocation) througir-“b

cooperation with an opponent that always defects. gaining”. The bargaining problem is one of the paradigms
As a special case of Proposition 1, we can also consid#r cooperative game theory in which a group of two or

a system with non-fading channels where the channel statere participants are faced with a set of feasible outcomes,

is the same over all of the frames in the transmission sesty of which can be the bargaining solution if agreed to

sion, i.e. H[n| = {Hi2, Hi3, H14, Ho1, Ha3, Ha4} for all  unanimously. Our use of the term bargaining here is somewhat

n = 0,1,..., and the sources use fixed energy allocationsiisleading in the sense that the nodes do not actually bargai



by communicating offers and counteroffers to each othas. the preference functiorf source node, with j € {1,2},
Rather, since the channel state is known to both source nogesg i, andm; is the maximum stage-game payoff of source
and each node knows how the other will bargain, each nodeverl{. The value ofg in the preference function implies
can determine the bargaining solution locally without ady aa tradeoff between a player's own gain and the other player’s
ditional communication. The technique of uniquely diviglia losses, normalized by each player's maximum gain. When
surplus among selfish players is commonly called “barggihinplayers use the NBSG( = 0), the bargaining solution is
in the cooperative game-theory literature, however, andille such that players only maximize their own payoff without
use this term here for consistency. consideration of the losses incurred by the other playeeh
Let us define the paifi/, A) as the bargaining problem,players use the RBSB( = 1), the bargaining solution is
where !/ is the set of all feasible stage-game payoff paiguch that each player's payoff is proportional to its maximu
and A = (0,0) is the disagreement payofif both sources Finally, when players use the MTB$ (= —1), each player
fail to reach an agreement, they use direct transmission h@s the same preference function and the bargaining solutio
deliver their packets to their intended destinations aceive is such that the sum of the normalized payeffgm, +mo/mo
the disagreement payoff in the current stage game. Note\Xhais maximized.
is always ini/ because direct transmission is always feasible. To illustrate the feasible payoff set, the Pareto-efficient
It is assumed thdll is a convex and closed set, bounded froraubset, as well as the different bargaining solutions, feigu
above. Given the definition of the bargaining problem and tiséows the positive quadrant of the feasible stage-gameffgayo
set of Pareto-efficient payoff paits, an axiomatic bargaining as well as the NBS, RBS, and MTBS for a two-player
solution is a functionB, based on a set of “reasonablerelaying game using orthogonal amplify-and-forward (OAF)
axioms, that maps everfl{, A) to a unique member off. cooperation with channel staé1» = H» = 5, Hiz = 0.5,
Specifying these axioms serves to characterize the solutiflis = 5, Ho3 = 3, and Hy4 = 0.9 and an SNR=10dB QoS
uniquely from among the set of Pareto-efficient points. constraint. The maximization in (1) is performed numetical
The most commonly used axiomatic bargaining solutid®r 6 € {—1,0,1} to obtain the three different bargaining
is the Nash Bargaining Solution (NBS) which is based ogplutions. The centrally controlled maximum total payoff
four simple and well-accepted axioms and has been showr(@, equivalently, minimum total energy), is also plottest f
have close connections to subgame-perfect equilibridfimiia comparison.
horizon games [14]. These axioms can be briefly described as

101

1) (Pareto-efficiency) the bargaining solutioB(l/, A)
must be Pareto-efficient of

2) (independence of linear transformations) 7f =
ar + b with ¢ > 0, then the bargaining solution
B(T(U), T(A)) = T(BU,A)), ie. the bargaining 7
solution must be independent of the utility scales of the
players

3) (symmetry) the bargaining solutioBR(U, A) will give
equal payoffs to both players if the dgtis symmetric
in the sense thatu;, us) € U implies (uz,u1) € U

4) (independence of irrelevant alternativesMifC ¢/ and s
BU,A) € V, then BV,A) = B(U,A), ie. the )
addition of irrelevant alternatives does not affect the

Feasible Payoff Allocation
RKS Bargaining Solution (3=1)
Nash Bargaining Solution (3=0)

Modified Thomson Bargaining Solution (3=-1)|
Maximum Sum Payoff Solution

oo

payoff player 2
(5

bargaining solution L
Other axiomatic bargaining solutions based on differets se %~ % % 1 12 1 1
of axioms include the Raiffa (Kalai-Smorodinsky) [16] (RBS payoff player 1

an_d_ the _MOdIfled Thomso_n (MTBS) barg_alnlng SOIUtanS' %ig. 3. lllustration of NBS, RBS, and MTBS two-player bargyag solutions
unified view of all these axiomatic models is presented if}.[17over the set of feasible stage-game paydifs,

The NBS, RBS, and MTBS bargaining solutions can all be

expressed as As a final comment on the use of bargaining solutions to find
Bl A) — ) an efficient resource allocation to which both selfish sasirce
sU,A) =arg (wrnomyei T2 () will agree, it should be reiterated any bargaining solutiolh

. . ._.imply an energy allocation that must satisfy the NE criteria
whergﬁ is a scalar parameter specified by the bargam"?ﬂeveloped in Proposition 1 (or Lemma 1 in the case of non-
1?0|u|\5:'lo'rl_;>8(3 :do for NBS, 5 = 1 for RBS, andf = -1 fading channels). If the bargaining solution implies anrgge
or ) an allocation that does not satisfy the NE criteria, both nogifls
<1 B &> know this and will use direct transmission to avoid defettio

Uss
wii= A and triggering punishment.

i m;



V. K > 2 PLAYER RELAYING GAME participants into disjoint pairs. This is a generalizatafrthe
) marriage problem and is known as tteommateproblem. A
In the case when there at€ > 2 source nodes in a major difference between a two-sided (marriage) problech an

given transmission session, we restrict our attention ® t§ one-sided (roommate) problem is that the roommate problem
particular scenario in which the source nodes fdixed two- may not necessarily have a stable matching.

player partnershipgor the duration of a transmission session. | the context of ak > 2 player relaying game, the

The central problem is then the assignment of partners jpyiching problem is one-sided since the source nodes are
each source node (except one, whignis odd). Specifically, homogeneous. In the absence of central control, the source
we consider the prob_lem of how to form stable partnershipgqes can endogenously attempt to form a stable matching
endogenously by selfish source nodes. by first computing the bargaining payoffs (and checking the
We define apairing instance’? as a set of two-player NE conditions) for each of thé — 1 possible partners in
partnerships in which all but at most one source nodes g/ network. These payoffs then imply a preference table,
disjointly paired. It is not difficult to show that each pai known to each node, that is used as the input to the Stable
instance in ak’ > 2 player relaying game is an equilib-roommate (SR) algorithm [12] computed locally at each node
rium with respect to unilateral deviations when the energy determine a pairwise-stable matching, if one exists. If a
allocations are determined by a bargaining solution and thgjrwise-stable matching exists, the nodes then coopérate
NE conditions are satisfied. Pairing instances may not be @& transmission session with these pairings using tramsmi
equilibrium with respect to multi-player deviation, hoveev sjon/relaying energies specified by the appropriate baimgi
where two or more players leave their current partners aggjution (or direct transmission if the bargaining solatioes
form different partnerships. As an example, consider a 0w not satisfy the NE conditions). If a pair-wise stable matghi
with K = 4 source nodes denoted &= {1,2,3,4} and @ goes not exist, one approach is to resort to direct trangniss
pairing instanceP = {{1,2},{3,4}}. Suppose that all nodesjn the current transmission session. Another approach is to
receive an identical expected payoff o6 > 0 under this |ocally compute the centrally controlled pairings and form
pairing instance. Suppose further that, under pairingairst Eartnerships based on these pairing. Both of these appsach

Q = {{1,3},{2,4}}, nodes 1 and 3 each receive a payore demonstrated in the numerical results in the following
of g > mp while nodes 2 and 4 receive a payoff of zerogection.

It is clear that nodes 1 and 2 both improve their payoff by
dgviating from pairing instanc® to .Q, and they can do so V1. NUMERICAL RESULTS
without any consent (or repercussions) from nodes 3 and 4.
Hence, although pairing instand@ is an equilibrium with To demonstrate the energy efficiency of wireless networks
respect to unilateral deviation, it is not an equilibriumttwi with selfish energy allocation and selfish partner selection
respect to multi-player deviations. this section provides a numerical example for a wireless
While there are many notions of equilibrium iK > 2 network with non-fading path-loss channels using orthogo-
player games, we restrict our attention here to the notiom ohal amplify-and-forward (OAF) cooperative relaying. Incha
pairwise-stable network [19]. A pairwise-stable netwoskai transmission sessionil source andK destination nodes
pairing instance that is immune to any improving two-playeire randomly placed on a disk of radius = 10 meters
deviations, where an improving two-player deviation in ouwith uniform distribution). The squared channel magnéud
context is a deviation in which two players sever their carrePetween each node pairand j is then calculated a#l;; =
partnerships and form a new partnership such that at leggt; — z;)* + (v; —yj)Q)_W2 where v = 4 is the path-
one player in the new partnership receives a strictly greatess parameter an@r;, y;) is the cartesian coordinate pair of
expected payoff while the other player in the new partn@rshmodei. The relative energy efficiency of several schemes, aver-
receives an expected payoff no worse than before. The gairsiged over the random node positions, are compared in Figure 4
instanceP in the previous paragraph is clearly not a pairwiseith respect to a system with centrally controlled (CC) gyer
stable. allocations and CC pairing assignments. In Figure 4, aivelat
The problem of how to endogenously form a pairwise-stabtmergy efficiency of one corresponds to the minimum total
network among selfish nodes has been studied extensivegwork transmission energy (obtained through CC energy
under the title ofstable matching problem$§ll]. Stable allocations and CC pairing assignments) and a relativeggner
matching problems are generally divided into two categorieefficiency of zero corresponds to direct transmission.
two-sided matching and one-sided matching. In a two-sidedThe results in Figure 4 show that a system with purely
matching problem, also referred to as tharriage problem, selfish energy allocations (NBS/NE) and endogenously fdrme
there are two sets of participants and the matching is a om®de pairings (SR) can achieve a relative energy efficieficy o
to-one mapping between the two sets. This is the classipproximately half of that of a system with centrally cotied
matching problem discussed in [11], where it is shown thahergy allocations and pairings for valuesff> 10. Since
every instance of the two-sided matching problem always stable roommate node pairing solution does not always
admits at least one stable solution. In the one-sided majchiexist, we provide “optimistic” and “pessimistic” bounds the
problem, a matching results in a partition of the single et eelative energy efficiency of NBS/NE energy allocationshwit



SR pairings by using the centrally controlled pairing assignon-fading channels. By incorporating axiomatic bargaini
ment and direct transmission, respectively, when a SRngairimodels, we then showed how to calculate a unique Pareto-
solution is not found. Note that the results corresponding éfficient cooperative energy allocation that can be locally
CC energy allocations are not stable with respect to umdatecomputed and agreed upon by selfish nodes without central
deviations in the sense of an NE. This is because some nodathority. We then extended the two-player model to netaork
may receive negative payoffs under CC energy allocation amith K > 2 players and proposed a technique to endogenously
these nodes would rationally choose defection. Also naé tHorm cooperative partnerships without central controbttyh
all of the results corresponding to NBS/NE energy allogatio the stable roommate algorithm. Finally, we provided nuoadri
are stable with respect to unilateral deviations in the sen®sults based on OAF relaying and quantified the energy
that no single node can improve its payoff by defecting. Thedfficiency of an ad hoc wireless network with selfish sources
NBS/NE results with SR pairings are stable with respect toith respect to a network with centrally optimized energy
bilateral (pairwise) deviations when the SR pairing solati allocations and pairings.
exists, whereas CC and random pairings are not, in general,
stable with respect to bilateral deviations. . . .
This numerical example confirms that, in the absence J%] Q. Zhao and L. Tong, "Energy efficiency of large-scale eigss net-
° _p ’ works: Pro-active vs. reactive networkingEEE Journal on Selected
central control in a wireless ad hoc network, sources can Areas of Communicationsol. 23, pp. 1100-1112, May 2005.
endogenously form cooperative pairs and selfishly allocat@l S Marti, T. J. Giuli, K. Lai, and M. Baker, "Mitigating rating
their transmission/relaying energies to improve the dlera misbehavior in mobile ad hoc networks,” in Proc. ACMIEEE An-
o ying . 9 _p e nual International Conference on Mobile Computing and Neking
network energy efficiency with respect to direct transnoigsi (Mobicom) pp. 255-265, 2000.
The results also Suggest that SR palnngs are S|gn|f|camt¢m [3] J. Yang, A. G. Kleln, and D. Brown 1, “Cooperation withib extrinsic
fficient th d .. d | f Il logs wi incentive mechanisms in wireless networks with selfish agdecepted
ellcent than ran .O_m pairings and only sufter a small logawl to appear in IEEE Signal Processing Magazir&909.
respect to CC pairings. [4] J.-P. Hubaux, T. Gross, J.-Y. Le Boudec, and M. Vetteflipwards

self-organized mobile ad hoc networks: the terminodeseptdjIEEE
Comm. Mag.vol. 39, pp. 118-124, Jan. 2001.

REFERENCES

1« T

—&— CC energy allocation with random pairings [5] L. Blazevic, L. Buttyan, S. Capkun, S. Giordano, J.-P.bHux, and
| 9 NBSINE energy allocation with CC pairings L J.-Y. L. Boudec, “Self organization in mobile ad hoc netwsrkhe
0.9 —~4— NBS/NE energy allocation with optimistic SR pairings . , . . .
< NBS/NE energy allocation with pessimistic SR paifings approach of terminodesJEEE Communications Magazinevol. 39,
osl —#— NBS/NE energy allocation with random pairings pp 166_174' June 2001.

[6] M. Jakobsson, J.-P. Hubaux, and L. Buttyan, “A microipaynt scheme
encouraging collaboration in multi-hop cellular netwqtka Financial

. Crypto 2003 2003.

| [7] L. Lai and H. ElI Gamal, “On cooperation in energy efficiemireless

- 4 networks: The role of altruistic nodedEEE Transactions on Wireless

e ey Communicationsvol. 7, pp. 1868-1878, May 2008.

o [8] M. Felegyhazi, J.-P. Hubaux, and L. Buttyan, “Nash equi& of packet

4 forwarding strategies in wireless ad hoc networks,” [IEEE Trans.

Mobile Computing, Vol. 5, May. 200@p. 1044-1049, May 2006.

o
3
T
L

o
o
T

relative energy efficiency
o o
B w1
T T

03 ~ 4 [9] J. Yang and D.R. Brown Ill, “Energy efficient relaying gamin cooper-
S~ ative wireless transmission systemS§jgnals, Systems and Computers,
02 i e ST S S PPyt PO = 2007. ACSSC 2007. Conference Record of the Forty-Firstodsit
; ] Conference onpp. 835-839, Nov. 2007.
01F e [10] J. N. Laneman, D. N. C. Tse, and G. W. Wornell, “Coopeetiversity
in wireless networks: Efficient protocols and outage bedraviEEE
0 ‘ ‘ ‘ : : ‘ Transactions on Information Theqgryol. 50, no. 12, pp. 3062-3080,
2 4 6 8 10 12 14 16
number of nodes in transmission session (K) 2004.
[11] D. Gale and L. Shapley, “College admissions and the il&takof
Fig. 4. Relative energy efficiency of a wireless network gsAF cooper- marriage,” The American Mathematical Monthlyol. 69, pp. 9-15,
ative relaying with centrally controlled (CC) or selfish (SBIE) energy al- January 1962. . )
location and with random, centrally controlled (CC), oriopstic/pessimistic  [12] D. Gusfield and R. W. IrvingThe Stable Marriage Problem: Structure
stable roommates (SR) partner assignments. and Algorithms Cambridge, Massachusettes: The MIT Press, 1989.

[13] J. Yang, D. Giinduz, D.R. Brown Ill, and E. Erkip, “Resoe allocation
for cooperative relaying,” ilProceedings of the Conference of Informa-
tion Sciences and Systems (CISS 20@jinceton, NJ), Mar 2008.
VII. CONCLUSION [14] K. Binmore,Fun and Games: A Text on Game Thedrgxington, MA:

This paper employs both non-cooperative and coopera- D-C. Heath, 1992.

ti th tic tools t | th ffici 15] R. Axelrod, The Evolution of CooperationBasic Books, 1984.
Ivé game theoretic tools to analyze the energy emicien ] E. Kalai and M. Smorodinsky, “Other solutions to nasbargaining

of wireless ad hoc networks with selfish energy allocation =~ problem,” Econometricavol. 43, no. 3, pp. 513-518, 1975.
and endogenous partner selection. The novelty of this studyl X. Cao, “Preference functions and bargaining solujonin IEEE

. . . . . Conference on Decision and Contrgp. 164-171, 1982.
is that cooperation is established without the added CO'[E'S] J. Yang and D.R. Brown Ill, “The effect of channel statéormation on

plexity of extrinsic incentive mechanisms, altruistic esd optimum energy allocation and energy efficiency of coopezatireless

and/or Community enforcement. We first described a two- transmission systems,” iRroceedings of the Conference of Information
. Sciences and Systems (CISS 20@j)inceton, NJ), pp. 1044-1049, Mar
player repeated relaying game and developed the necessary,qng

and sufficient conditions under which “natural” coopemati® [19] M. Jackson and A. Wolinsky, “A strategic model of sociaid economic
possible. These conditions were derived for both fading and networks,"Journal of Economic Theoryol. 71, pp. 44-74, June 1996.



