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Abstract— We consider the problem of optimal precoder design
for a multi-input single-output wideband wireless system to
maximize two different figures of merit: the total communication
capacity and the total received power, subject to individual power
constraints on each transmit element. We show that the two
optimal precoders satisfy a separation principle that reveals a
simple structure for these precoders. We use this separation
principle extensively to derive several interesting properties of
these two optimal precoders. Some key analytical results are
as follows. We show that the power-maximizing precoders must
concentrate all their energy in a small number of active channels
that cannot exceed the number of input terminals. The capacity-
maximizing precoder turns out to be very different from the
classical water filling solutions and also very different from the
power-maximizing precoders except at asymptotically low SNRs
where the power-maximizing precoders also maximize capacity.
We also show that the capacity of the wideband system is lower
bounded by the sum rate of a multiple-access channel with the
same channel gains and power constraints. Finally, the separation
principle also yields simple fixed-point algorithms that allow for
the efficient numerical computation of the two optimal precoders.

Index Terms— Wideband precoding, distributed beamforming,
waterfilling.
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I. INTRODUCTION

WE CONSIDER the theoretical problem of optimal pre-
coder design for wideband distributed beamforming

systems wherein a group of transmitters cooperatively send a
common signal to a receiver to wirelessly transfer information
and/or energy to the receiver subject to individual transmit
power constraints on each transmitter. Specifically, we con-
sider the optimal allocation over frequency of the limited
transmit power of each transmitter in a distributed array in
order to maximize two figures of merit: (a) the communication
capacity, and (b) the total received power delivered to the
receiver.

Most of the previous works on distributed beamforming
have focused on the narrowband case, where all transmissions
occur over frequency non-selective channels in a small shared
slice of spectrum. For such channels, cooperative beamforming
where each transmitter transmits a common signal at full
power with a phase chosen to be coherent with other trans-
mitters achieves the maximum possible received signal power
level which also leads to the maximum possible communica-
tion capacity.

It turns out that this simple story becomes much more inter-
esting when we consider wideband systems with frequency-
selective channels. In the wideband case, maximizing the two
figures of merit - communication capacity and total received
power - turns out to require very different precoding strategies,
and each of these precoders are different from previously
known results from the literature on multi-terminal systems.
Our main objective in this paper is a detailed exploration of
these two optimal precoding strategies and their relationship
to each other and to previous work.

A. Background and Motivation

Our work is directly motivated by recent research [1], [2] in
distributed MIMO (DMIMO) arrays, defined as a network of
wireless transceivers coordinating their transmissions precisely
in such a way as to emulate a virtual multi-antenna device
to external receivers. An important characteristic of DMIMO
systems is that each element of the DMIMO array is powered
separately and therefore each array element is subject to
individual power constraints. This paper is focused on the
special case of a DMISO system with a single receiver,
i.e., distributed transmit beamforming, wherein the array nodes
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transmit a common message signal timed precisely to combine
coherently at the receiver. Under beamforming, the construc-
tive combining of the transmissions from individual array
nodes potentially allows the received signal power to grow
by a factor of n2 where n is the number of nodes in the
array.

While this work was primarily motivated by the distrib-
uted beamforming application, our results are also applica-
ble to any MISO system where separate power constraints
on each transmit array element apply. For instance, our
results may also apply to beamforming from massive MIMO
systems [3], [4] that are designed to have a modular
architecture where individual array elements are powered
autonomously.

The DMIMO concept is very attractive because it can
enable a network of single antenna wireless devices to coop-
eratively obtain the benefits of multi-antenna communication
techniques such as increased spectral and energy efficiency
through spatial multiplexing and beamforming on a potentially
large scale. There has been significant recent progress, both
theoretical [5]–[8] and experimental [2], [9]–[12], on the key
technical challenge of synchronizing the RF signals on the
array elements to a sufficient precision to allow coherent array
transmissions. For instance, [13], [14] exploited the benefits
of distributed MIMO arrays for wireless sensor systems that
are power limited and [14], [15] studied large scale DMIMO
arrays, where each node functions as an access point and
serves all users simultaneously. In contrast to our work on
distributed transmit arrays, [17]–[19] involve the distributed
array functioning as a receiver.

In a narrowband system, distributed beamforming involves
each transmitters precoding a common message signal by scal-
ing it with a complex gain; the magnitude of this complex gain
is determined by the power constraint of each transmitter, and
the phase is chosen to be coherent with the other transmitters
at the intended receiver.

In a wideband system, the same physical principle con-
tinues to hold: constructive combining at each frequency
results in enhanced received signal power at that frequency
which results in both increased signal power and increased
communication capacity at that frequency as compared to
non-coherent transmission. Indeed, it is easy to show that
maximizing both capacity and power require phase coherent
transmission across all frequencies. This essentially determines
the phase of the transmitted signal from each transmitter
at each frequency. However, this still leaves the magni-
tude response for each transmitter over frequency to be
specified.

The magnitude response of the precoder basically dictates
how the limited total transmit power at each transmitter
is allocated across the frequency band. Each node faces a
tradeoff between concentrating all its power in the frequency
bands where it has the strongest channel to the receiver and
using its power to augment the transmissions of other nodes.
A systematic investigation of this tradeoff is our main objective
in this paper. We will see that our two figures of merit, capacity
and total received power, lead to two very different resolutions
of this tradeoff.

B. Related Work

The problem of maximizing the communication capacity of
Gaussian wideband channels is well studied for the case of
a single transmitter where the optimal solution follows the
famous method of water-filling [20]. The generalization of
the water-filling solution for MIMO systems with centralized
arrays is also known [21], [22]. However, with individual per-
transmitter power constraints, the capacity-maximizing solu-
tion [23] is very different from any of the known water-filling
solutions. Indeed, since the per-transmitter constraints are
stronger than aggregate constraints, the water-filling solution
for the capacity of a centralized array serves as a simple
upper-bound for the capacity of a distributed array with the
same channel gains and the same total power constraint,
a connection explored in more detail in Section IV.

While the MIMO literature most commonly assumes aggre-
gate power constraints, there does exist a substantial literature
on MIMO systems with per-antenna power constraints, see
e.g. [24]–[26]. The wideband DMISO problem considered in
this paper is actually a simple special case of the more general
MIMO system studied in [25] where the channel matrices Hi

are constrained to be diagonal. We will make significant use
of the results in [25] in Section IV-B. However, it is important
to note that our results are not a special case of any previously
known results from the MIMO literature.

The problem of maximizing the total received power from a
centralized array is quite trivial and involves the array focusing
all its power in the single strongest subchannel. However,
the corresponding problem for a DMISO array of maximizing
received power subject to individual power constraints on each
transmitter leads to some very interesting precoders [27].

Another well-known class of problems from the literature
where individual power constraints on multiple transmitters
arise naturally are multiple access channels (MACs) [22].
The main difference between MACs and the DMISO arrays
considered in this paper is that the transmitters in MACs
are assumed to be non-cooperative and transmit independent
message signals to a common receiver. Intuitively, we expect
that allowing cooperation between transmitters will lead to
increased communication capacity and received power, and
indeed we show in Section IV-B that the maximum achievable
sum-rate capacity of a MAC serves as a strict lower-bound to
the capacity of a DMISO array with the same channel gains.

C. Contributions

Our main results are as follows.

1) Structure of the optimal precoders. We formulate the
design of the capacity- and power-maximizing precoders
as optimization problems and show that both optimal
precoders have an interesting structure described by a
“separation principle”: both the capacity- and power-
maximizing precoders can be represented as matched
filters combined with a frequency-shaping filter with the
latter filter being common to all the array transmitters.

2) The number of active subchannels for power-
maximization. We show that the power-maximizing
precoder involves concentrating all of the transmitter
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power into a small number of subchannels and we show
that the number of active subchannels cannot exceed the
number of transmitters in the array.

3) Upper- and lower-bounds for wideband DMISO
capacity. We show that the capacity of the wideband
DMISO array is upper- and lower-bounded respectively
by the capacity of the centralized array and the multi-
ple access channel with the same channels and power
constraints as the DMISO array.

4) High and low SNR asymptotics. We show that at high
SNR, allocating power equally across all subchannels
leads to near-optimal communication capacity, and at
low SNR, the power-maximizing precoder approaches
the optimum communication capacity.

5) Efficient fixed-point algorithms. Based on the above
structure of the optimal precoders, we describe simple
fixed-point algorithms that provide an efficient numerical
procedure to compute the optimal precoders magnitude
response. We use these algorithms extensively for the
numerical simulations presented in this paper.

D. Notation

We now introduce the notation used throughout the paper.
We denote our design space consisting of a set of n complex
precoding filters, Gi(f) one for each of the n transmitters
by G , i.e., G

.= [G1(f), G2(f), . . . , Gn(f)] is a vector
whose elements are the n precoding filters Gi(f). With a
discretized frequency space, each precoding filter Gi(f) can
be represented by a 1 × K vector whose elements Gi(fk)
represent the complex precoding gain in frequency subchannel
fk, k = 1 . . .K .

For a given set of complex channel gains {Hi(fk)} from
the transmitters to the receiver, we use C(G ) and P (G ) to
denote the total information rate achievable and the aver-
age total power at the receiver respectively with the set
of precoders G . There are two special sets of precoders
that optimize our two figures of merit, capacity and power,
that are the focus of this paper and we reserve a special
notation for these two precoders throughout the paper. Specif-
ically, we denote the set of capacity-maximizing precoders by
A

.= [A1(f), A2(f), . . . , An(f)] where Ai(fk) denotes
the capacity-maximizing precoder gain of transmitter i on
channel fk. Similarly, we denote the set of power-maximizing
precoders by B

.= [B1(f), B2(f), . . . , Bn(f)] where
Bi(fk) denotes the power-maximizing precoder gain of trans-
mitter i on channel fk.

Finally, we will use the notation gi(fk) (with lower-case ‘g’)
to denote the magnitude responses of the precoders Gi(fk)
i.e. gi(fk) .= |Gi(fk)|. Likewise ai(fk) .= |Ai(fk)| represents
the magnitude response of the capacity-maximizing precoders
Ai(fk), and bi(fk) .= |Bi(fk)| represents the magnitude
response of the power-maximizing precoders Bi(fk).

The rest of the paper is organized as follows. In Section II,
we define our system model and formulate the precoder design
problems as constrained optimization problems for maximiz-
ing communication capacity and received power. We derive
several properties of the optimal precoders in Section III
and analyze the relationships between the optimal precoders

and to other precoders from previous work in Section IV.
In section V, we present efficient fixed point algorithms to
numerically compute the two optimal precoders magnitude
response and present simulation results. Section VI concludes.

II. PROBLEM FORMULATION

Consider a distributed transmit array with n transmitters
indexed by i ∈ {1, · · · , n} with complex channels to the
receiver with a frequency response Hi(f), ∀i ∈ {1, 2, . . . , n}.
Suppose each transmitter transmits a common message
signal X(f) after precoding by the complex gain Gi(f),
the aggregate signal at the receiver is given by

Y (f) =
∑

i

Yi(f), where Yi(f) = Gi(f)Hi(f)X(f)

The signal Y (f) represents the contribution of all the transmit-
ters to the total received signal Y (f)+N(f), where N(f) is an
complex additive white Gaussian noise signal. For the purpose
of brevity, we will simply refer to Y (f) as the “received
signal”.

We divide the available frequency spectrum into a discrete
set of subcarriers centered around the frequencies {fk} , k ∈
{1, 2, . . . , K}. The number of these subcarriers or subchannels
are K = B × T , where B and T are the total bandwidth and
the duration respectively of the signal X(f) to be transmitted.

Remark: We lose no essential generality when we consider
a discretized frequency space; we can choose T as large as
necessary to increase the frequency resolution, and taking the
limit T → ∞ will yield the continuous frequency space. There
are, however, some subtleties that arise with the continuous
frequency limit and we discuss one such issue in detail later
in this paper. Throughout the paper, we assume that the signal
duration is long enough to yield a frequency resolution that
is significantly better than the frequency-selectivity of the
channels, i.e., the channel gains within each subchannel fk

are constant.
The complex baseband channel seen by the i-th transmitter

on the k-th subchannel centered around frequency fk is
denoted by Hi(fk) while the precoding filter applied by i-
th transmitter on the k-th subchannel is denoted by Gi(fk).
The aggregate received signal on the k-th subchannel is

Y (fk) = X(fk)
n∑

i=1

Gi(fk)Hi(fk) (1)

and the corresponding power in the received signal on the k-th
subchannel is

p(fk) .= E
(
|Y (fk)|2

)
= |∑n

i=1 Gi(fk)Hi(fk)|2 (2)

where, without loss of generality, we assume that the mes-
sage signal on each subchannel has unit variance, i.e.,
E

(|X(fk)|2) ≡ 1, ∀k.
Our aim is to design a set of precoding filters Gi(f)

that maximize either the communication capacity or the total
received power subject to individual power constraints on the
total transmitted power PT,i at each transmitter i:

PT,i
.=

K∑

k=1

|Gi(fk)|2 ≤ PT , ∀i ∈ {1, 2, . . . , n} (3)
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Remark: Note that we have assumed equal power con-
straints on each transmitter. We will also assume that the noise
in the received signal on each subchannel has unit variance.
Both these assumptions do involve some loss of generality.
To avoid trivialities we will also assume throughout the paper
that Hi(fk) �= 0, ∀ i ∈ {1, · · · , n}, k ∈ {1, · · · , K}, i.e.,
that all channel gains are non-zero. While our analysis in this
paper can be generalized to relax each of these assumptions,
(i.e., to consider unequal transmit power constraints, colored
receiver noise, and channel nulls) such generalization results in
more complex notations without significant additional insights
and we do not address them further in this paper.

A. Precoder for Maximizing Capacity

We now consider our first figure of merit: communication
capacity. For a given set of precoders G , the communication
capacity of the DMISO channel can be written as

C (G ) =
K∑

k=1

log2 (1 + p(fk))

=
K∑

k=1

log2

⎛

⎝1 +

∣∣∣∣∣

n∑

i=1

Gi(fk)Hi(fk)

∣∣∣∣∣

2
⎞

⎠ (4)

Note that (4) makes use of the assumption stated earlier that
the noise variance on each subchannel is unity.

Let Hi(fk) = hi(fk)ej∠Hi(fk), where hi(f) describes the
magnitude response of the complex channel response Hi(f).
It is easy to see that in order to maximize C(G ), the phase
responses of the precoders should be chosen to to achieve
coherence with the other transmitters at every frequency,
i.e., ∠Gi(fk) = −∠Hi(fk) + φk, for any set of phases φk.
The freedom to choose arbitrary φk can be important for
designing practical precoding filters Gi(fk), however, given
the theoretical focus of this paper, we will use the simple
choice φk = 0, ∀k in the sequel. The communication capacity
of the DMISO channel can now be simplified to be a function
of only the magnitude responses gi(fk) ≡ |Gi(fk)|:

C (G ) .=
K∑

k=1

log2

⎛

⎝1 +

(
n∑

i=1

gi(fk)hi(fk)

)2
⎞

⎠ (5)

We are now ready to formally state the DMISO capacity
maximization problem:

Problem 1: Following the notation in Section I-D, given
channel responses Hi(f), find the precoder gains A

.=
[A1(f), A2(f), . . . , An(f)] that satisfy1

A = arg max
G

C(G )

= arg max
G

K∑

k=1

log

⎛

⎝1 +

(
n∑

i=1

gi(fk)hi(fk)

)2
⎞

⎠

subject to
K∑

k=1

g2
i (fk) ≤ PT , gi(fk) ≥ 0, ∀ i, k

(6)

1It is easy to generalize this problem formulation to allow different power
constraints at each transmitter and different noise variances in every subchan-
nel. But the generalized problem makes some of our results (e.g. Property 10)
significantly more awkward, so we limit ourselves to the simpler formulation
in Problem 1.

We will call the corresponding optimal capacity of the distrib-
uted array CDMISO :

CDMISO
.= C (A )

≡
K∑

k=1

log

⎛

⎝1 +

(
n∑

i=1

ai(fk)hi(fk)

)2
⎞

⎠ (7)

We now use the observation that the maximizing set of
precoders magnitude ai(fk) of Problem 1 continue to be
optimal even if we remove the constraints gi(fk) ≥ 0 (because
allowing gi(fk) < 0 is equivalent to setting ∠Gi(fk) =
180◦ − ∠Hi(fk) whereas we have already shown that the
phase response ∠Gi(fk) = −∠Hi(fk) is optimal). Thus we
can rewrite (6) as

C (A ) = max
G

K∑

k=1

log

⎛

⎝1 +

(
n∑

i=1

gi(fk)hi(fk)

)2
⎞

⎠

subject to
K∑

k=1

g2
i (fk) ≤ PT ∀ i (8)

Therefore, the optimal precoders magnitude ai(fk) of
Problem 1 also satisfy the KKT conditions for the relaxed
optimization problem in (8) which are simpler to apply than
for (6) because of the absence of the nK non-negativity
constraints. Before we invoke the KKT conditions, we will
show the interesting property that on every subchannel, opti-
mality requires that either every transmitter is silent or every
transmitter is active.

Property 1: The capacity-maximizing precoders satisfy the
property that if one transmitter is silent on a given subchan-
nel, then all transmitters must be silent on this subchannel,
i.e., ai(fk) = 0 =⇒ aj(fk) = 0 ∀j.

Proof: Without loss of generality, consider a set of
precoders G where transmitter 1 is silent on subchannel 1
and active on subchannel 2, i.e. g1(f1) = 0 and g1(f2) =
c > 0. We will show that we can always increase the
capacity achieved by this set of precoders by having trans-
mitter 1 reallocate power from subchannel f2 to subchan-
nel f1 (and therefore G cannot be capacity-maximizing) unless
gj(f1) = 0, ∀j i.e. all transmitters must be silent on
subchannel 1. The mathematical details are in Appendix A. �

We now return to the optimization problem (8). Consider
the Lagrangian for this problem:

L =
K∑

k=1

log

⎛

⎝1 +

(
n∑

i=1

gi(fk)hi(fk)

)2
⎞

⎠

−
n∑

i=1

αi

(
K∑

k=1

g2
i (fk) − PT

)
(9)

where αi ≥ 0, i = 1 . . . n are n Lagrange multipliers
corresponding to the n power constraints on the transmitters.
Applying the KKT conditions for (9) yields

ai(f) =
1
αi

hi(f)

( ∑n
m=1 am(f)hm(f)

1 + (
∑n

m=1 am(f)hm(f))2

)
,

∀f ∈ {f1, f2, . . . , fK}. (10)
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Fig. 1. Structure of optimal precoder for wideband distributed beamforming.

B. The Separation Principle

Let S(f) .=
∑n

i=1 gi(f)hi(f) denote the effective gain of
the distributed array’s transmission to the receiver. With this,
we can rewrite (10) more compactly as

ai(f) =
1
αi

hi(f)Q(f), where Q(f) .=
(

Sc(f)
1 + S2

c (f)

)
,

and Sc(f) .=
n∑

m=1

am(f)hm(f). (11)

Equation (11) can be interpreted as follows. The optimal
capacity-maximizing precoding filters ai(f) can be written as
the cascade of a filter matched to the known channel response
Hi(f) and a frequency-shaping filter Q(f) which is common
to all nodes i, with the scaling factors αi chosen to satisfy the
transmit power constraint for each node i. Figure 1 illustrates
the structure of the optimal precoder where the magnitude
response gi(fk) = |Gi(fk)| is described by (11) with λi = αi

and the phase response determined as discussed earlier by the
coherence condition ∠Gi(fk) = −∠Hi(fk).

We refer to this structure for the optimal precoder as
the Separation Principle, and it immediately leads to some
interesting consequences that will be explored in detail in
the sequel. To start with, we can use (10) to reformulate the
optimization problem (8) as:

C (A ) = max
Q(f)

K∑

k=1

log

×

⎛

⎜⎝1+PT

⎛

⎝
n∑

i=1

Q(fk)h2
i (fk)√∑K

l=1 h2
i (fl)Q2(fl)

⎞

⎠
2
⎞

⎟⎠ (12)

Equation (12) shows a dramatic simplification of Problem 1:
our original problem (8) was a constrained optimization over
a design space consisting of n different precoding filters
Gi(f), i = 1 . . . n. In contrast, the reformulated problem (12)
is an unconstrained optimization over a single filter Q(f).
Unfortunately, the objective function in (12) is analytically
intractable, so we will rely instead on the equivalent and more
tractable form in (11).

C. Precoder for Maximizing Received Power

We now repeat the analysis of Section II-A for our second
figure of merit: total received power. The received power in
each subchannel is given by (2), and the total received power
is

P (G ) =
K∑

k=1

p(fk) =
K∑

k=1

∣∣∣∣∣

n∑

i=1

Gi(fk)Hi(fk)

∣∣∣∣∣

2

(13)

Similar to the capacity-maximizing precoder, the phase
response of the power-maximizing precoder is determined by
the coherence condition, i.e., ∠Bi(fk) = −∠Hi(fk) + φk,
for any set of phases φk. Thus the optimization prob-
lem for maximizing received power can be re-formulated
over only the magnitude responses bi(fk) ≡ |Bi(fk)| as
follows.

Problem 2: Following the notation in Section I-D, given
channel responses Hi(f), find the precoder gains B

.=
[B1(f), B2(f), . . . , Bn(f)] that satisfy

B = arg max
G

P (G )

= arg max
G

K∑

k=1

(
n∑

i=1

gi(fk)hi(fk)

)2

subject to
K∑

k=1

g2
i (fk) ≤ PT ∀i = 1, 2, ..n (14)

where just like in the case of the capacity-maximizing
precoders, it will be convenient to ignore the redundant
non-negativity constraints gi(fk) ≥ 0 while applying the
KKT conditions.

We will call the corresponding optimal received power of
the distributed array PDMISO , i.e.,

PDMISO
.= P (B) ≡

K∑

k=1

(
n∑

i=1

bi(fk)hi(fk)

)2

(15)

Again similar to the capacity-maximizing precoders,
the power-maximizing also satisfy the property that on every
subchannel, either every transmitter is silent, or every trans-
mitter is active.

Property 2: The power-maximizing precoders satisfy the
property that if one transmitter is silent on a given subchan-
nel, then all transmitters must be silent on this subchannel,
i.e., bi(fk) = 0 =⇒ bj(fk) = 0 ∀j.

Proof: The proof is similar to that of Property 1 and we
omit the details to avoid repetition. �

The Lagrangian for the constrained optimization problem 2
is:

L =
K∑

k=1

(
n∑

i=1

gi(fk)hi(fk)

)2

−
n∑

i=1

βi

(
K∑

k=1

g2
i (fk) − PT

)

(16)

where βi ≥ 0, i = 1 . . . n are the n Lagrange multipliers
corresponding to the n power constraints on the transmit-
ters. Applying the KKT conditions for the Lagrangian (16)
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gives

bm(fk) =
1

βm
hm(fk)

(
n∑

i=1

bi(fk)hi(fk)

)
(17)

=
1

βm
hm(fk)Sp(fk), where Sp(f) =

n∑

i=1

bi(f)hi(f)

(18)

for the optimal precoding gains and Lagrange multipliers.
We observe that the optimal power-maximizing precoder also
follows Fig. 1 with the frequency-shaping filter Q(f) = Sp(f),
λi = βi and the optimal power-maximizing precoders also
obeys the Separation Principle.

III. PROPERTIES OF THE OPTIMAL PRECODERS

We now derive some properties for the capacity- and
power-maximizing precoders. We start by establishing the very
interesting and important property that the power-maximizing
precoders are typically silent (i.e., do not transmit at all) in
most of the available frequency subchannels.

Property 3: Let K = {k1, k2, . . . , km} be the set of
m ≤ K active frequencies in the power-maximizing
precoder B, i.e., the frequencies where non-zero power
is transmitted. The power-maximizing precoders magni-
tude bi(fk), the corresponding optimal dual variables βi

and aggregate array gain Sp(fk) satisfy the following
constraints:
⎡

⎢⎢⎢⎢⎣

h2
1(fk1) h2

2(fk1) . . . h2
n(fk1)

h2
1(fk2) h2

2(fk2) . . . h2
n(fk2)

...
...

...
...

h2
1(fkm) h2

2(fkm) . . . h2
n(fkm)

⎤

⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎣

1
β1
1
β2

...
1

βm

⎤

⎥⎥⎥⎥⎦
=

⎡

⎢⎢⎢⎢⎣

1
1
...

1

⎤

⎥⎥⎥⎥⎦
(19)

⎡

⎢⎢⎢⎣

S2
p(fk1)

S2
p(fk2)

...
S2

p(fkm)

⎤

⎥⎥⎥⎦

T
⎡

⎢⎢⎢⎢⎣

h2
1(fk1) h2

2(fk1) . . . h2
n(fk1)

h2
1(fk2) h2

2(fk2) . . . h2
n(fk2)

...
...

...
...

h2
1(fkm) h2

2(fkm) . . . h2
n(fkm)

⎤

⎥⎥⎥⎥⎦

= PT

[
β2

1 β2
2 . . . β2

m

]
(20)

Proof: Multiplying (18) by hm(fk) and summing
over all transmitter nodes, using the definition of Sp(fk),
we have

n∑

m=1

bm(fk)hm(fk) ≡ Sp(fk) =
n∑

m=1

h2
m(fk)
βm

Sp(fk)

or Sp(fk)

(
n∑

m=1

h2
m(fk)
βm

− 1

)
= 0, ∀k (21)

Equation (21) requires that for all frequencies k, either (a)
Sp(fk) = 0 or (b)

∑n
i=1

h2
i (fk)
βi

= 1. Note that Sp(fk) = 0
implies that bi(fk) = 0, ∀i, i.e., that the subchannel fk is
completely inactive. For all other frequencies, we must have∑n

i=1
h2

i (fk)
βi

= 1. This gives (19).
Using

∑
k b2

m(fk) = PT , ∀m in (18) gives

K∑

k=1

b2
m(fk) ≡

∑

k∈K
b2
m(fk)

=
1

β2
m

∑

k∈K
S2

p(fk)h2
m(fk) = PT , ∀m (22)

which in matrix form yields (20). �
Property 3 immediately yields the following simple and

powerful result.
Corollary 1: The power-maximizing precoders magnitude

bi(fk) are all identically zero at all frequencies except a finite
set of no more than n subchannels.

Proof: Note that (19) represents a set of linear equations
in the n variables 1

βi
, i = 1 . . . n. For a generic set of channel

coefficients hi(fk), this set of equations will have a solution
if and only if the number n of variables is at least as large
as the number m of constraint equations. This proves the
result. �

Remark: Corollary 1 tells us that the number of active
frequency subchannels in the power-maximizing precoder is
a (possibly small) subset of all the available subchannels.
However, it does not tell us how to identify these active
subchannels and does not seem directly useful for solving—
or even simplifying—the optimization in Problem 2. Note,
however, that Corollary 1 does not exhaust all the implications
of Property 3. For instance, since βi ≥ 0, ∀i, it is not sufficient
for the system of equations in (19) to be consistent; it is also
necessary that there exists a solution with all elements strictly
positive. In addition, the βi’s determine the vector on the RHS
of (20) which must belong to the row-space of the matrix in
the LHS of (20).

We now partially remedy the shortcomings of Corollary 1
by deriving a simple dominance condition that allows us
to identify some of the inactive subchannels in the power-
maximizing precoder.

Property 4: If the channels on subchannel fu are uniformly
dominated for all transmitters i by a linear combination of
other subchannels, then to maximize the total received power,
it is optimal to transmit zero power in the subchannel fu.
Formally, suppose for some subchannel fu, the following
holds:

∃γk ≥ 0 and
∑

k �=u

γk = 1, such that

hi(fu) ≤
∑

k �=u

γkhi(fk), ∀i = 1 . . . n (23)

then the subchannel fu must be inactive in the power-
maximizing precoder B, i.e., bi(fu) = 0, ∀i.

Proof: Without loss of generality, let the dominated
subchannel be f1, and

∃γk ≥ 0,

K∑

k=2

γk = 1 and hi(f1) ≤
K∑

k=2

γkhi(fk),

∀i = 1 . . . n (24)

We will show that any precoder that has non-zero power in
subchannel 1 cannot be optimal. Accordingly, let R be a set
of precoders where ri(f1) > 0 for at least one transmitter i.
We will now show that by reallocating the power in
subchannel 1 to the other subchannels, we can construct a
precoder S which yields received power greater than P (R).
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Fig. 2. Geometric interpretation of the dominance condition for silent
subchannels.

Specifically define the precoder S with magnitude as follows:

si(f1)
.=0, si(fk) .=

√
r2
i (fk)+γkr2

i (f1), ∀k=2 . . .K ∀i.

(25)

Note that by construction the precoders S satisfy the same
set of transmit power constraints as R. We will show
that P (S ) > P (R), and therefore R cannot be power-
maximizing. The details of the mathematical argument are in
Appendix B. �

A geometric interpretation of Property 4 is illustrated
in Fig. 2 for an example, DMISO system with n = 2
transmitting nodes and K = 6 subchannels. Consider the
n-dimensional vector hk

.= [h1(fk) h2(fk) . . . hn(fk)]
that consists of the magnitude responses of all the nodes on
subchannel k. Now consider the set Hk

.= {x ∈ R
n : hk−x ∈

R
+n} where R

+n is the positive orthant in R
n. Property 4 can

then be interpreted as follows. If a vector hk lies in the interior
of the convex closure of

⋃
k Hk, the corresponding subchannel

k must be silent in the power-maximizing precoder. In Fig. 2,
we can see that subchannels 1, 5 are silent according to this
rule.

Property 5: The optimal Lagrangian multipliers βm satisfy
PDMISO = PT

∑n
i=1 βi.

Proof: Multiply both sides of (17) with bm(fk), we get

βmb2
m(fk) = bm(fk)hm(fk)

(
n∑

i=1

bi(fk)hi(fk)

)
(26)

after some rearrangement. Summing both sides of (26) over
m = 1 . . . n, we get

n∑

m=1

βmb2
m(fk) =

(
n∑

m=1

bm(fk)hm(fk)

)2

. (27)

Finally, summing both sides of (27) over k and using∑K
k=1 b2

m(fk) = PT , ∀k, we get

PT

n∑

m=1

βm =
∑

k

(
n∑

m=1

bm(fk)hm(fk)

)2

≡ PDMISO

�
Property 5 suggests the interpretation that βiPT is the

contribution of the i-th transmitter to the optimal total received
power, PDMISO .

Comment 1: Scale-invariance of power maximizing solu-
tion: Let B(α) = [B1(fk), . . . , Bn(fk)] represent the
set of power-maximizing precoders when the transmit power
constraint is PT = α. Then B(α) =

√
αB(1).

Proof: The property follows readily from the following
simple observation. Let G1, G2 represent two sets of precoders
that both satisfy transmit power constraint of PT = 1 and let
their corresponding received power for a given set of channel
responses be p1, p2, where p1 > p2. We note that the two
sets of precoders

√
αG1,

√
αG2 each satisfy transmit power

PT = α, and their corresponding received powers are αp1, αp2

and αp1 > αp2. �
Note that in contrast to the power-maximizing precoder,

the capacity-maximizing precoders are strongly scale depen-
dent. We will explore the SNR dependence of the capacity-
maximizing precoders in detail in Section IV-C.

IV. RELATIONSHIP BETWEEN THE OPTIMAL PRECODERS

In the previous sections, we looked at the optimal criterion
for precoders that maximize the two figures of merit: capacity
and power. We now explore the relationship of the two optimal
precoders to other related precoding techniques from the
literature and to each other.

A. Upper-Bounds Using Precoders for Centralized Arrays

We begin with the two precoders for maximizing capacity
and power for centralized rather than distributed arrays. For
our purposes, the most important difference between the
centralized and distributed MIMO arrays is that for the former,
the transmit power constraint applies to the array as a whole
rather than to each array node individually.

Property 6: Given channel responses {Hi(f)}, define the
precoder gains
Ewaterfill

.= [E1,waterfill(f), E2,waterfill(f), . . . ,
. . . , En,waterfill(f)] as

Ewaterfill = arg max
G

K∑

k=1

log

⎛

⎝1 +

∣∣∣∣∣

n∑

i=1

Gi(fk)Hi(fk)

∣∣∣∣∣

2
⎞

⎠

subject to
n∑

i=1

(
K∑

k=1

|Gi(fk)|2
)

≤ nPT . (28)

Then the capacity achieved by the precoders Ewaterfill is
at least as large as the optimal capacity CDMISO of the
distributed array, meaning

CDMISO ≤ C (Ewaterfill)

≡
K∑

k=1

log

⎛

⎝1 +

(
n∑

i=1

ei,waterfill(fk)hi(fk)

)2
⎞

⎠.

(29)

Proof: The bound (29) follows from the fact that the
feasible set of the optimization problem in (28) is a superset
of the feasible set of (6). �

The optimal solution to problem (28) is well-known from
the literature on the capacity of Gaussian vector channels [28].
Just like their counterpart for distributed arrays, the optimal
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precoders Ewaterfill also satisfy the phase coherence condi-
tion, i.e., ∠Ei,waterfill(fk) = −∠Hi(fk), ∀i, k. The optimal
magnitude responses ei,waterfill(fk) = |Ei,waterfill(fk)| can
be described as a spatial matched filter combined with water-
filling over the frequencies [28].

Similarly, we can use the power-maximizing precoder
for centralized MIMO arrays to obtain an upper-bound for
PDMISO .

Property 7: Given channel responses Hi(f), define the
precoder gains

Epow
.= [E1,pow(f), E2,pow(f), . . . , En,pow(f)] as

Epow = arg max
G

K∑

k=1

∣∣∣∣∣

n∑

i=1

Gi(fk)Hi(fk)

∣∣∣∣∣

2

subject to
n∑

i=1

(
K∑

k=1

|Gi(fk)|2
)

≤ nPT . (30)

Then the power achieved by the precoders Epow is at least as
large as the optimal power PDMISO of the distributed array,
meaning

PDMISO ≤ P (Epow) ≡
K∑

k=1

(
n∑

i=1

ei,pow(fk)hi(fk)

)2

(31)

The solution to (30) also satisfy the phase coherence con-
dition, i.e., ∠Ei,pow(fk) = −∠Hi(fk),
∀i, k, and the optimal magnitude responses ei,pow(fk) =
|Ei,pow(fk)| is a spatial matched filter with all the power
concentrated on the single strongest frequency subchannel.

B. Lower-Bounds Using Precoders for Multiple Access
Channels

The multiple access channel (MAC) is defined as a system
where several transmitters send messages to a single receiver
over a shared channel. A vector MAC is a multiple access
channel where the input signals from the transmitters and/or
the output signal at the receiver are vectors. The input-output
relationship of a vector MAC with n transmitters and channels
with K inputs and N outputs can be written as [20]

y =
n∑

i=1

Hiui + z, (32)

where Hi is a N × K matrix whose elements are the
complex channel coefficients from transmitter i to the receiver,
ui is the K × 1 column vector of information symbols from
transmitter i, and z, y are both N × 1 column vectors
representing the additive white Gaussian channel noise and
the received signal respectively.

Multiple access channels are well-studied in the literature on
multi-user information theory, motivated in large part by their
application to cellular systems. Just like distributed MIMO
arrays, MACs involve individual transmit power constraints
on each transmitter; unlike DMISO arrays, MAC transmitters
do not send a common message signal. Indeed, the existing
literature, e.g., [21], mostly focuses on non-cooperative MACs
where each transmitter sends independent message signals to
the receiver and these messages interfere with each other.

In this case, the goal is typically to study the rate region or the
sum-rate capacity of the MAC.

We will now show that the optimal capacity of the
DMISO array is lower-bounded by the sum-rate MAC capac-
ity. Furthermore, we will also show that if the transmitters
in the MAC channel are allowed to cooperate, the capacity-
maximizing strategy is to transmit common message signals
coherently. In other words, the coherent DMISO array is the
optimal cooperative MAC in the setting considered in this
paper.

Let Σij = E
[
uiuH

j

]
be the cross-covariance matrix of the

information signals ui, uj from transmitters i, j. Further, let

Σ =

⎡

⎢⎣
Σ11 . . . Σ1n

...
. . .

...
Σn1 . . . Σnn

⎤

⎥⎦ ∈ C
nK×nK . (33)

and

H =
[
H1 . . . Hn

] ∈ C
N×nK . (34)

The classical MAC formulation assumes no cooperation
among the transmitters such that the information symbols from
transmitter i are independent from the information symbols
from transmitter j, i.e., Σij = 0 for all i �= j. The only
restriction on Σii is that it is positive semidefinite and satisfies
the per-transmitter power constraint, which can be expressed as
tr(Σii) ≤ PT for all i = 1, . . . , n. Under these assumptions,
the MAC sum-rate capacity can be written as

CMAC = max
Σ

log
(∣∣∣HΣHH + I

∣∣∣
)

subject to tr (Σii) ≤ PT ∀i, Σij = 0 ∀i �= j, Σii ≥ 0 ∀i.

(35)

Under the independent messages assumption, note that Σ =
blockdiag(Σ11, . . . ,Σnn).

We now consider a relaxation of the classical MAC formu-
lation where the signals from transmitter i can be correlated
with the signals from transmitter j. In this case, the constraint
Σij = 0 ∀i �= j can be removed and this “cooperative MAC”
has the sum-rate capacity

CCOOP = max
Σ

log
(∣∣∣HΣHH + I

∣∣∣
)

subject to tr (Σii) ≤ PT ∀i,

Σii ≥ 0 ∀i, Σ ≥ 0. (36)

With cooperative transmissions, note that the covariance
matrix Σ is not required to have a block diagonal form.

Finally, we consider a MAC where all transmitters send
linearly scaled versions of a common message of the form
ui = Gix where Gi ∈ C

K×K and x ∼ N (0, I). Note that
this results in a special low-rank structure for the covariance
matrix since Σ = GGH , where

G =

⎡

⎢⎣
G1

...
Gn

⎤

⎥⎦ ∈ C
nK×K . (37)
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The “common message MAC” sum-rate capacity can be
written as

CCOMMON = max
Σ

log
(∣∣∣HΣHH + I

∣∣∣
)

subject to tr (Σii) = tr
(
GiG

H
i

)
≤ PT ∀i,

Σ = GGH , G ∈ C
nK×K . (38)

Note that Σii ≥ 0 ∀i is implicit in the Σ = GGH constraint.
Also note that, for a given Σ, the choice of G is not unique.

The following proposition relates the capacities in these
three settings.

Proposition 1: The sum-rate MAC capacities defined in
(35,36,38) satisfy

CMAC ≤ CCOOP ≡ CCOMMON (39)

Proof: The first inequality CMAC ≤ CCOOP follows from
the fact that the optimization problem in (36) is identical to
the one in (35) except with fewer constraints.

In order to show the last equality, we follow the analysis
in [25] and show that the constraint Σ = GGH is superfluous
and the optimization problem in (38) is identical to that
in (36), proving the last equality. The mathematical details
are provided in Appendix C. �

We now specialize to the case of N = K and diagonal
matrices H i, i.e., the MAC consists of K orthogonal subchan-
nels from each transmitter to the receiver. This corresponds
to the DMISO setting where the K orthogonal subchannels
corresponds to different frequency bands. Assuming the trans-
mission of linearly scaled common messages, the input-output
relationship can be written as

y =

(
n∑

i=1

HiGi

)
x + z. (40)

With H i = diag (Hi(f1), . . . , Hi(fK)) and Gi =
diag (Gi(f1), . . . , Gi(fK)), observe that (40) reduces to the
defining input-output relationship (1) of the wideband DMISO
array. The following property establishes that diagonal Gi are
optimal in this setting.

Property 8: Consider a wideband DMISO system with
n transmitters, K frequency subchannels, total power con-
straint PT on each transmitter and a set of complex chan-
nel gains Hi(fk) for transmitter i on subchannel fk. The
capacity CDMISO of this system is equal to the optimal
capacity CCOOP of a cooperative MAC with n transmitters
and the same total power constraint and channel matrices
Hi = diag (Hi(f1), . . . , Hi(fK)) for i = 1, . . . , n. Using
Proposition 1, this can be formally stated as

CMAC ≤ CCOOP ≡ CCOMMON ≡ CDMISO . (41)

Proof: Consider the KKT stationarity condition in (66)
with Σ = GGH and let A = HG. Observe that, if H i

are all diagonal and Gi are all diagonal, then A is diagonal.
Moreover,

Q = (I + HGGHHH)−1HG = (I + AAH)−1A (42)

is diagonal. Since D = diag(d1, . . . , dnK) is full rank, we can
rearrange (66) to write

GGH = D−1HHQGH . (43)

This implies that Gi = 1
di

HH
i Q satisfies the KKT stationarity

condition. Since HH
i and Q are diagonal, it is clear the

Gi is diagonal. Moreover, following the argument in [25],
the optimization problem (36) is convex and satisfies Slater’s
condition, the diagonal Gi = 1

di
HH

i Q are both necessary and
sufficient for optimality [29]. This completes the proof. �

C. High and Low SNR Asymptotics

We now establish some simple relationships for the opti-
mum capacity CDMISO of the distributed array in the limit
of high and low SNR. Note that we already established in
Property 1 that the power-maximizing precoder B simply
scales with the SNR, i.e., the shape of the power-spectrum of
the power-maximizing precoder does not change with SNR.
However, the shape of the power-spectrum of the capacity-
maximizing SNR does depend strongly on the SNR.

For the high SNR limit, we will show that a simple precoder
that achieves phase coherence while distributing power equally
across frequency at all transmitters is nearly optimal. More
precisely, we have the following result.

Property 9: Let us define the set of precoders Eeq(P ) as

∠Ei,eq,P (fk) .= −∠Hi(fk),

ei,eq,P (fk) ≡ |Ei,eq,P (fk)| .=

√
P

K
, ∀i, k. (44)

Also, let A (P ) denote the capacity-maximizing set of pre-
coders for the transmit power constraint PT = P . Then,

lim
P→∞

C(Eeq(P ))
C(A (P ))

= 1. (45)

Proof: The optimal precoder A (P ) by definition satisfies
the power constraint

∑
k a2

i,P (fk) = P, ∀i.

ai,P (fk) ≤
√

P ∀i, k. (46)

Let γi(fk, P ) .= ai,P (fk)√
P

. We have using (46), γi(fk, P ) ≤
1, ∀i, k. This means, roughly speaking, that γi(fk, P ) remains
bounded as P → ∞. We can now write

C(A (P )) =
K∑

k=1

log

⎛

⎝1+P

(
n∑

i=1

γi(fk, P )hi(fk)

)2
⎞

⎠ (47)

Consider now the ratio C(Eeq(P ))
C(A (P )) , and we show that

lim
P→∞

C(Eeq(P ))
C(A (P ))

= 1.

The mathematical details are provided in Appendix D. �
For the low SNR limit, we will show that the power-

maximizing precoder also asymptotically maximizes the
capacity.

Property 10: Let A (P ) and B(P ) denote the capacity-
maximizing and power-maximizing sets of precoders respec-
tively for the transmit power constraint PT = P . Then,

lim
P→0

C(B(P ))
C(A (P ))

= 1. (48)
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Proof: Again, let γi(fk, P ) .= ai,P (fk)√
P

. Note that∑
k γ2

i (fk, P ) = 1, ∀i independent of P . This means, roughly
speaking, that γi(fk, P ) does not vanish as P → 0. Recall
from Property 1 that B(P ) ≡ √

PB(1) or bi,P (fk) ≡√
Pbi,1(fk). Define

Sc(fk, P ) .=
n∑

i=1

γi(fk, P )hi(fk),

Sp(fk) .=
n∑

i=1

bi,1(fk)hi(fk). (49)

We consider the following limit and show that:

lim
P→0

C(B(P ))
C(A (P ))

=
∑K

k=1 log
(
1 + PS2

p(fk)
)

∑K
k=1 log (1 + PS2

c (fk, P ))
= 1. (50)

The mathematical details are provided in Appendix E. �
Remark 1: This low SNR behavior differs from classical

water-filling solutions in one important respect. Water-filling
typically involve focusing all the transmitted power in the sin-
gle strongest subchannel at low SNR. In contrast, the capacity-
maximizing precoder B in general involves transmitting on
multiple subchannels at arbitrarily low SNR.

Remark 2: In the limit as K → ∞, Property 1 shows that
maximizing received power involves the array transmitting
a small number of unmodulated sinusoidal tones. According
to Property 10, this strategy also maximizes communication
capacity at low SNR. However, a transmission consisting of a
finite number of unmodulated tones occupies zero bandwidth
and its communication rate is zero!

Although it sounds paradoxical that a precoder with zero
communication rate can be capacity-maximizing, this is all
perfectly consistent with Property 10 as long as we interpret
the double asymptotics of low SNR and large K correctly.
Specifically Property 10 says that for a fixed K at sufficiently
low SNR, the power-maximizing precoder nearly achieves
the maximum communication capacity. If K is increased,
the SNRs at which the data rates of the power-maximizing
precoder are close to optimal becomes lower and lower. In the
continuous frequency limit, we have the trivial (but correct)
observation that for sufficiently low SNR, the communication
capacity of the array becomes vanishingly small which is
trivially true!

V. FIXED POINT ALGORITHMS AND NUMERICAL RESULTS

While we have demonstrated many interesting properties for
the capacity and power maximizing precoders, the optimiza-
tion problems (8) and (14) are too complex to yield closed-
form analytic solutions. Thus, to compute these precoders in
practice, we must turn to numerical optimization procedures.
Unfortunately, both the capacity and power objective functions
turn out to be non-concave as we demonstrate next. Consider
the second derivative of the capacity function C (G ) with
respect to t

.= g1(f1) evaluated in the subspace gi(fk) =
0, ∀i > 1, ∀k:

∂2C

∂t2
= 2h2

1(f1)
(

1−t2h2
1(f1)

(1+t2h2
1(f1))2

)
(51)

Clearly, ∂2 C
∂t2 > 0 when t ≡ g1(f1) < 1

h1(f1)
and thus C (G )

is not concave. A similar derivation also applies to P (G ). (In
fact, it is easy to show that the Hessian of P (G ) is a rank
K positive semi-definite matrix, and therefore far from being
concave, P (G ) is actually convex.)

Thus, numerical convex optimization solvers are not guar-
anteed to find the optimal precoders A , B. We now present
fixed point algorithms which provide an efficient numerical
procedure to solve the optimization problems. Recall from
(11) that the capacity maximizing precoders magnitude ai(fk)
satisfy

ai(fk) =
1
αi

Q(fk)hi(fk)

where Q(fk) =
Sc(fk)

1 + S2
c (fk)

, Sc(fk) ≡
n∑

i=1

ai(fk)hi(fk)

(52)

and
K∑

k=1

a2
i (fk) = PT , ∀i. (53)

Our fixed-point algorithm is directly based on these equations
and is described by the iterative relationship as follows:

S(l+1)
c (fk) =

n∑

i=1

a
(l)
i (fk)hi(fk),

Q(l+1)(fk) =
S

(l+1)
c (fk)

1 +
(
S

(l+1)
c (fk)

)2

λ
(l+1)
i = α

(l+1)
i =

√∑K
k=1

(
hi(fk)Q(l+1)(fk)

)2

PT

a
(l+1)
i (fk) =

1

α
(l+1)
i

Q(l+1)(fk)hi(fk) (54)

with the initialization a
(0)
i (fk) = hi(fk). We can see that if the

above iterations converge, the converged values indeed satisfy
the optimality conditions (52), (53).

A similar algorithm for computing the power maximizing
precoders magnitude response again based on the optimal
precoder structure in (17, 18), is described by the iteration:

Q(l+1)(fk) = S(l+1)
p (fk) =

n∑

i=1

b
(l)
i (fk)hi(fk),

λ
(l+1)
i = β

(l+1)
i =

√∑K
k=1

(
hi(fk)Q(l+1)(fk)

)2

PT

b
(l+1)
i (fk) =

1

β
(l+1)
i

S(l+1)(fk)hi(fk) (55)

with the initialization b
(0)
i (fk) = hi(fk). We can see that if the

above iterations converge, the converged values indeed satisfy
the optimality conditions (17, 18).

The above fixed-point algorithms are illustrated in Fig. 3.
While we are unable to present a formal mathematical proof of
the convergence of these algorithms, in our extensive testing,
they always converge to a solution that satisfy the KKT condi-
tions, and in cases where the optimal solution is known using
other methods, they have been verified to always converge to
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Fig. 3. Structure of optimal precoder for wideband distributed beamforming.

the known optimal solutions. Both algorithms require O(nK)
computations per iteration, and we have observed empirically
that the algorithms to converge within a small number of
iterations even for fairly large systems. As an example, in a
system with n = 500 nodes and K = 1000 sub-channels, the
fixed-point algorithms converged to the optimal power in ≈ 25
iterations and to the optimal capacity in ≈ 75 iterations.

A. Numerical Study of Precoder Performance

We now use these fixed-point algorithms to numerically
compute magnitude of the optimal precoders for some selected
DMISO systems to illustrate our analytical results. Specifi-
cally, we simulated a wideband DMISO system with n = 4
nodes and K = 8 subchannels. The complex channel gains
Hi(fk) were chosen randomly from independent zero-mean
complex Gaussian distributions, i.e., Hi(fk) ∼ CN(0, σ2

k),
where the mean channel strength parameter σk chosen such
that subchannel 1 is on average 5 dB stronger than subchan-
nel 2 which is in turn 5 dB stronger than subchannel 3 and so
on. In other words, subchannel 1 is on average the strongest,
and subchannel 8 the weakest being substantially (35 dB)
weaker than subchannel 1 on average. Recall that we have
assumed unit variance on each subchannel for receiver noise.

Figure 4 shows the power allocation across subchannels on
each of the n = 4 nodes over three different SNRs for three
different precoders: (a) the capacity-maximizing precoders A ,
(b) the power-maximizing precoders B, as well as (c) the
capacity-maximizing precoders Ewaterfill with a centralized
power constraint. (More precisely, the bar charts in Fig. 4 show
the magnitude response of the various precoders normalized by
the power constraint 1√

P
to allow an easier visual comparison

over different SNRs.)
This simulation nicely illustrates several of our analytical

results. First, at low SNR, it can be seen that the capacity-
maximizing precoder looks almost identical to the power-
maximizing precoder as predicted by Property 10. Second,
the power-maximizing precoders allocate all their power on the
two strongest subchannels k = 1, 2 (Corollary to Property 3),
and the power-maximizing precoders are invariant with
SNR (Property 1). Third, we can see the contrast between

Fig. 4. Comparison of power allocation across subchannels for various
optimal precoders.

Fig. 5. Comparison of optimal precoders with upper- and lower-bounds.

the SNR dependence of the classical water-filling pre-
coder Ewaterfill with centralized power constraint and the
precoder A with per-transmitter power constraints.

While Fig. 4 shows the structure of the various optimal
precoders, it does not allow us to compare the performance
of the optimal precoders with various suboptimal alterna-
tives. This additional insight is provided by the two plots
in Fig. 5. Figure 5a shows the capacity achieved by the
capacity-maximizing precoder as well as several suboptimal
alternatives. We can observe from this figure that the power
maximizing precoder is nearly optimal at low SNR, but per-
forms really poorly at high SNRs, whereas exactly the opposite
is true of the “equal power” precoders Eeq . We also note that
the difference between the optimal capacity and the lower-
bound represented by the MAC channel sum-rate appears
to converge to a constant at high SNR suggesting a fixed
“coherence penalty” for the MAC at high SNR. But perhaps
the most striking observation from Fig. 5a is that the optimal
precoder achieves a capacity that is very close to the upper-
bound i.e. the capacity of the precoder without per-transmitter
power constraints at all SNRs. This can be explained by the
fact that all the n = 4 nodes in our simulation on average
have the same channel strengths, and the performance gain
from transferring power between nodes is small.
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Fig. 6. Impact of noise on optimal precoders.

Figure 5b shows the total received power achieved by the
power-maximizing precoder as well as two suboptimal alter-
natives. We observe that both the power-maximizing precoder
and the “equal power” precoders Eeq share the SNR invariance
property that the total received power under these precoders
simply scales linearly with the transmit power constraint.
Interestingly, the capacity-maximizing precoders A achieve
higher received power than the equal power precoders at
all SNRs.

Next we consider the effect of noise on the performance
of the optimal precoders. Specifically, we consider the per-
formance degradation that occurs when the channel estimates
H̃i(fk) differ from the actual channel. As in all our simula-
tions, we model the Hi(fk) ∼ CN(0, σ2

k) and the estimation
error as Gaussian according to

H̃i(fk) = Hi(fk) + vi(fk), vi(fk) ∼ iid N(0, γ2) ∀i, k,

(56)

where the parameter γ is a measure of the noise power.
The channel estimation errors vi(fk) affects the performance
of the precoders in two different ways: (1) loss of phase
coherence between the transmitters, and (2) sub-optimal
power allocation between the various subchannels. Figure 6
shows this performance loss as a function of the “SNR”
(shown in dB) defined as

SNR .= 10log10

(
1
γ2

∑K
k=1 σ2

k

K

)
(57)

We see from Fig. 6a that the capacity loss is significant
when the SNR drops below 20 dB or so. Interestingly the
degradation of capacity with the optimal precoder is compa-
rable with the corresponding degradation for the equal-power
beamforming solution, and since the latter depends only on
the phase response of the channel estimate, we can conclude
that the capacity loss is primarily attributable to loss of phase
coherence. We observe a very different story with the power-
maximizing precoder from Fig. 6b: here we see that the
power loss due to phase incoherence is quite small even with
SNR as low as 5 dB. In other words, even moderately large
phase errors do not degrade the received power significantly,
which is consistent with results from the previous literature
on distributed beamforming [1]. At very low SNRs (below
0 dB or so) a very steep performance loss is observed with

the power-maximizing precoder, which, by comparison with
that of the equal power beamforming solution, we can attribute
to sub-optimal power allocation over frequencies. Intuitively,
noisy channel estimates result in power being allocated to
frequencies that should be inactive for power maximization.

VI. CONCLUSION

We examined the properties of optimal precoders for a
wideband distributed array that maximize two different fig-
ures of merit: the information capacity and the total received
power at a receiver, subject to individual power constraints
on each of the transmit array elements. We derived several
important properties comparing these precoders to each other
and to related concepts from the literature e.g. “waterfilling”.
An important open problem is a formal analysis of the conver-
gence properties of the fixed-point algorithms used to compute
these precoders. Other topics for future work include study
of interesting alternative precoders for applications for which
both our precoders are unsuitable, e.g., power maximization
with an added minimum bandwidth constraint on the precoders
to model Electronic Warfare.

APPENDIX A
PROOF OF PROPERTY 1

Let q1
.= h1(f1), q2

.= h1(f2), K1
.=
∑n

j=2 gj(f1)hj(f1),
K2

.=
∑n

j=2 gj(f2)hj(f2) and

C3
.=

∑K
k=3 log

(
1 +

(∑n
j=1 gj(fk)hj(fk)

)2
)

. Then the

capacity achieved by the precoders G can be written as

J0
.= C(G ) = log

(
1 + K2

1

)
+ log

(
1 + (cq2 + K2)2

)
+ C3.

(58)

Now suppose we modify this set of precoders as: g1(f1) = ε
and g1(f2) =

√
c2 − ε2 for some small ε < c. By construction,

this keeps the total transmit power the same, but simply
reallocates some power from f2 to f1. The resulting capacity
is

J(ε) .= C(G ) = log
(
1 + (q1ε + K1)2

)

+ log
(
1 + (q2

√
c2 − ε2 + K2)2

)
+ C3 (59)

Note that J(0) ≡ J0. Differentiating (59) we get J ′(0) .=[
dJ(ε)

dε

]

ε=0
= 2 q1 K1

1+K2
1

. Clearly, J ′(0) > 0 unless K1 = 0
and thus for the precoders G to be capacity-maximizing,
we must have K1 = 0. From the definition of K1, we see that
K1 = 0 =⇒ gj(f1) = 0, ∀j = 2 . . . n.

APPENDIX B
PROOF OF PROPERTY 4

We will use the following restatement of (24) to complete
the proof:

∑

i

ηihi(f1) ≤
K∑

k=2

γk

(
∑

i

ηihi(fk)

)
, ∀ηi ≥ 0. (60)

In other words, uniform dominance of the channels over all
transmitters is equivalent to dominance of any linear combi-
nation of the channels of all the transmitters. The convexity
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of the function f(x) = x2 implies that (
∑

k γkxk)2 ≤∑
k γkx2

k, ∀xk ∈ R. Applying this to (60) we get
(
∑

i

ηihi(f1)

)2

≤
K∑

k=2

γk

(
∑

i

ηihi(fk)

)2

, ∀ηi ≥ 0.
(61)

The received power with the precoder R is

P (R) ≡
(
∑

i

hi(f1)ri(f1)

)2

+
K∑

k=2

(
∑

i

hi(fk)ri(fk)

)2

.

(62)

Now consider the power with the precoder S :

P (S ) ≡
K∑

k=2

(
∑

i

hi(fk)
√

r2
i (fk) + γkr2

i (f1)

)2

. (63)

We can bound the summand on the RHS of (63) as (64),
as shown at the bottom of this page, where we used√

(r2
i (fk) + γkr2

i (f1))(r2
j (fk) + γkr2

j (f1)) ≥ (ri(fk)rj(fk)+
γkri(f1)rj(f1)).

Using (64) in (63), we get

P (S ) ≥
K∑

k=2

(
∑

i

hi(fk)ri(fk)

)2

+
K∑

k=2

γk

(
∑

i

hi(fk)ri(f1)

)2

≥ P (R) (65)

where in the last step we used (61) with ηi ≡ ri(f1). Note
that strict inequality in (65) holds as long as either (61) or at
least one of the inequalities in (64) is strict. This completes
the proof.

APPENDIX C
PROOF OF PROPOSITION 1

We follow the analysis in [25] to write the KKT stationarity
condition for (36) as

DΣ = HH(I + HΣHH)−1HΣ (66)

where D = diag(d1, . . . , dnK) contains the dual variables di.
As noted in [25], the dual variables must all be strictly positive
since the power constraints must be met with equality in the
optimal solution. Hence D has full rank and on the LHS we
have rank(DΣ) = rank(Σ). Hence

rank(DΣ) = rank(Σ)
= rank

(
HH(I + HΣHH)−1HΣ

)

≤ rank(H) (67)

where the inequality follows from

rank(AB) ≤ min (rank(A), rank(B)) ≤ rank(A)
= rank(AH)

Since the optimal Σ is a positive semidefinite symmetric
matrix with rank(Σ) ≤ rank(H) = K , it can be written
as Σ = PΛP H with Λ = diag(λ1, . . . , λK) containing the
non-zero eigenvalues and P ∈ C

nK×K . Hence, the constraint
Σ = GGH is superfluous and the optimization problem
in (38) is identical to that in (36). This completes the proof.

APPENDIX D
PROOF OF PROPERTY 9

Using the definitions of C(Eeq(P )) and C(A (P ))
from (44), (47),

C(Eeq(P ))
C(A (P ))

=

∑K
k=1 log

(
1 + P

K (
∑n

i=1 hi(fk))2
)

∑K
k=1 log

(
1 + P (

∑n
i=1 γi(fk, P )hi(fk))2

) (68)

=
∑K

k=1 log (1 + PT2(fk))
∑K

k=1 log (1 + PT1(fk, P ))
(69)

where

T1(fk, P ) .=

(
n∑

i=1

γi(fk, P )hi(fk)

)2

and

T2(fk) .=
1
K

(
n∑

i=1

hi(fk)

)2

(70)

Note that both T1(fk, P ) and T2(fk) are bounded with
respect to P . Specifically,

lim
P→∞

log(T1(fk, P ))
log(P )

= lim
P→∞

log(T2(fk))
log(P )

≡ 0, ∀k (71)

We can use (69) to write

lim
P→∞

C(Eeq(P ))
C(A (P ))

= lim
P→∞

∑K
k=1 log (1 + PT2(fk))

∑K
k=1 log (1 + PT1(fk, P ))

= lim
P→∞

K log(P ) +
∑K

k=1 log
(

1
P + T2(fk)

)

K log(P ) +
∑K

k=1 log
(

1
P + T1(fk, P )

) = 1.

APPENDIX E
PROOF OF PROPERTY 10

From (50),

C(B(P ))
C(A (P ))

=

∑K
k=1 log

(
1 + PS2

p(fk)
)

∑K
k=1 log (1 + PS2

c (fk, P ))
= L1(P ) × L2(P ) × L3(P ) (72)

(
∑

i

hi(fk)
√

r2
i (fk) + γkr2

i (f1)

)2

=
∑

i

∑

j

hi(fk)hj(fk)
√

(r2
i (fk) + γkr2

i (f1))(r2
j (fk) + γkr2

j (f1))

≥
(
∑

i

hi(fk)ri(fk)

)2

+ γk

(
∑

i

hi(fk)ri(f1)

)2

(64)
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where

L1(P ) .=

∑K
k=1 log

(
1 + PS2

p(fk)
)

P
∑K

k=1 S2
p(fk)

,

L2(P ) .=
P

∑K
k=1 S2

c (fk, P )
∑K

k=1 log (1 + PS2
c (fk, P ))

,

and L3(P ) .=
∑K

k=1 S2
p(fk)

∑K
k=1 S2

c (fk, P )
. (73)

We can see that limP→0 L1(P ) = 1, limP→0 L2(P ) = 1 and
limP→0 L3(P ) ≥ 1, where the last inequality follows from
the fact that by definition the total received power

∑
k S2

p(fk)
with the power maximizing precoder must be greater than the
total received power from any other precoder. Thus, from (72),
we have

lim
P→0

C(B(P ))
C(A (P ))

≥ 1 (74)

However, C(B(P ))
C(A (P )) ≤ 1 because by definition the capacity

C(A (P )) achieved by the capacity-maximizing precoder must
exceed the capacity of any other precoder which proves the
result.
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