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Abstract—This paper describes a real-time implementation
of precise synchronization between a master and slave node.
The nodes were both implemented on separate Texas Instru-
ments DSP boards with real-time software implemented in C.
Timestamp-free synchronization is performed implicitly through
the timing of the master node’s responses to the slave node. The
slave node tracks and predicts the master node’s clock through
precise time of arrival estimation and Kalman filtering of the
estimates. Experimental results demonstrate the slave node is
able to consistently predict the master node’s clock offset to
within a few nanoseconds over one second prediction intervals.

Index Terms—synchronization, delay estimation, oscillator dy-
namics, real-time signal processing

I. INTRODUCTION

A variety of synchronization protocols and systems have
been developed over the last 30 years, including Network
Time Protocol (NTP) [1], Precision Time Protocol (PTP)
[2], the Global Positioning System (GPS) [3], and several
“lightweight” synchronization protocols for sensor networks,
e.g., [4]. A common theme running through almost all of
these synchronization protocols and systems is that they are
based on application-layer or MAC-layer exchanges of digital
timestamps between nodes in the network. Digital timestamps
inherently have a minimum resolution, limiting accuracy, and
add overhead to the network traffic. Timestamp-free synchro-
nization techniques were originally studied in the context of
natural phenomena, e.g. synchronization of the firing rates of
fireflies, and led to formal mathematical models for systems of
pulse-coupled oscillators in [5], [6] and application of these
models to wireless sensor networks in [7]–[9]. While these
studies represented an exciting paradigm shift with respect
to the prior work, a limitation of the pulse-coupled oscillator
literature is that it is based on unidirectional transmissions and
assumes negligible propagation delays. This inherently limits
the synchronization accuracy of these methods.

This paper describes a real-time implementation and exper-
imental results for the bidirectional timestamp-free synchro-
nization protocol described in [10] and illustrated in Fig. 1.
This protocol accounts for propagation delays and its accuracy
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is only limited by fundamental bounds of delay estimation.
The real-time implementation described in this paper is based
on the Texas Instruments TMS320C6713 DSP starter kit
(DSK), audio-frequency signaling, and wired connections be-
tween the DSKs. Our results show that precise synchronization
can be achieved between a pair of DSKs and serve as a proof
of concept for potential implementation at radio frequencies
and/or wireless channels.
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Fig. 1. Timestamp-free synchronization bidirectional signal exchange.

II. TIMESTAMP-FREE SYNCHRONIZATION PROTOCOL

The timestamp-free synchronization protocol is described
in detail in [10]. This section summarizes the key features
of the protocol to provide context for the implementation
methodology and experimental results in this paper.

Figure 1 shows the interactions between a slave node and
the master node in exchange k. The time-varying clock offset
at the slave node with respect to the master node is denoted
as ∆s[k] and local time the slave node is denoted as

ts = t+ ∆s[k]



where t is the reference time corresponding to the local
clock at the master node. The timestamp-free synchronization
protocol begins with the slave node transmitting a signal to
the master node at arbitrary local time t(a)

s . The signal arrives
at the master node at local time

t(b) = t(a)

s −∆s[k] + τS→M

where τS→M is the propagation delay between the slave node
and the master node. The master node then transmits a signal
back to the slave node at time t(c) where t(c) is selected such
that

t(b) + t(c)

2
(mod T0) = 0 (1)

where T0 is master node clock tick period. Note that, unlike
the usual sender/receiver synchronization protocol, e.g. [11],
no timestamps are exchanged between the nodes here. Implicit
timing information is embedded in the master node’s response
to slave node by selecting t(c) so that a local clock tick of the
master node is centered between t(b) and t(c). The slave node
receives the reply signal from the master node at local time

t(d)s = t(c) + ∆s[k] + τM→S .

The slave node can now estimate its clock tick offset with
respect to the master node by calculating

δ̂s =

(
t(a)
s + t(d)s

2

)
T0

(2)

where the notation (z)T0
corresponds to wrapping z to the

interval [−T0/2, T0/2). In the absence of noise and if the
propagation is reciprocal, i.e., τS→M = τM→S , the slave node
can exactly estimate its clock offset with respect to the master
node (modulo the clock period). To account for drift between
the master and slave node, noisy clock offset estimates can also
be provided as observations to a Kalman filter. The timestamp-
free synchronization technique accounts for propagation delay,
hence its accuracy is only limited by the fundamental bounds
of delay estimation and the accuracy of the channel reciprocity
assumption.

III. DELAY ESTIMATOR FOR BANDPASS SIGNALS

A fundamental building block of the timestamp-free syn-
chronization protocol is accurate delay estimation. This section
provides an overview of the delay estimator used in our real-
time implementation of the timestamp-free synchronization
protocol.

We assume the signals exchanged between the nodes are
bandpass signals and that frequency offsets are negligible. We
further assume the synchronization pulse is a bandpass signal
of the form

s(t) = cos(Ω0t)u(t)

where u(t) is a bandlimited signal such that U(Ω) = 0 for all
|Ω| ≥ Ω0. The synchronization pulse in discrete time can be
expressed as

s[`] = [cos(Ω0t)u(t)]t=`Ts

= cos(ω0`)u[`]

where ω0 = Ω0Ts is the normalized carrier frequency in
radians/sample.

The discrete-time observation with unknown delay τ can be
expressed as

y[`] = [cos(Ω0(t− τ))u(t− τ)]t=`Ts

= cos(ω0(`− τfs))u(`Ts − τ)

for ` = 0, . . . , L − 1 where L is the number of samples in
the observation. Standard cross correlation techniques with the
template waveform s[`] can be used to generate a quantized
delay estimate ˆ̀ ∈ Z. The accuracy of this quantized delay
estimate is limited, however, by the sampling rate of the delay
estimator.

To refine the delay estimate, we define

si[`, ˆ̀] = cos(ω0(`− ˆ̀))u[`− ˆ̀]

sq[`, ˆ̀] = sin(ω0(`− ˆ̀))u[`− ˆ̀]

for ` = 0, . . . , L − 1 where ˆ̀ is the quantized delay estimate
obtained via discrete-time cross correlation. We can then
compute

zi[ˆ̀] =

K−1∑
`=0

y[`]si[`, ˆ̀]

=
1

2

K−1∑
`=0

(
cos(ω0(2`− τfs − ˆ̀)) + cos(ω0(τfs − ˆ̀))

)
× u(`Ts − τ)u[`− ˆ̀]

≈ 1

2
cos(ω0(τfs − ˆ̀))

K−1∑
`=0

u(`Ts − τ)u[`− ˆ̀]

where the approximation results from the fact that∑K−1
`=0 cos(ω0(2`−τfs− ˆ̀))u(`Ts−τ)u[`− ˆ̀] ≈ 0. Similarly,

we can calculate

zq[ˆ̀] =

K−1∑
`=0

y[`]sq[`, ˆ̀]

≈ 1

2
sin(ω0(τfs − ˆ̀))

K−1∑
`=0

u(`Ts − τ)u[`− ˆ̀].

Note that the terms zi[ˆ̀] and zq[ˆ̀] represent in-phase and
quadrature correlations at the quantized delay ˆ̀. We can then
compute

θ = tan−1

(
zq[ˆ̀]

zi[ˆ̀]

)
(3)

≈ tan−1

(
sin(ω0(τfs − ˆ̀))

cos(ω0(τfs − ˆ̀))

)
= ω0(τfs − ˆ̀).

The refined delay estimate can then be computed as

τ̂ =

(
ˆ̀+

θ

ω0

)
Ts

where θ is calculated according to (3).



IV. REAL-TIME IMPLEMENTATION

To demonstrate the feasibility of timestamp-free synchro-
nization, the timestamp-free synchronization protocol was
implemented with audio-frequency signals on Texas Instru-
ments TMS320C6713 DSP starter kits (DSKs) with wired
connections between the DSKs. One DSK was used for the
master node and a second DSK was used for the slave node.
The DSKs include an AIC23 stereo codec that provides ADC
and DAC functionality with 16 bits per channel. A sampling
rate of fs = 16000 Hz was selected for the implementation.

A block diagram of the timestamp-free synchronization test
setup is shown in Fig. 2. The right line in/out channels on
the DSKs were used for exchanging synchronization pulses
according to the timestamp-free synchronization protocol. The
synchronization pulses used in all of the tests were modulated
sinc pulses of the form

s(t) =

{
cos(Ω0t)sinc(Wt) −T

2 ≤ t ≤
T
2

0 otherwise

with nominal carrier frequency Ω0

2π = 4000 Hz, bandwidth
W = 2π · 200 rad/sec, and duration T = 70 ms. The
left line out channels were used for outputting clock pulses
from the master and slave nodes for recording to a WAV file
and synchronization performance evaluation as described in
Section V-B. The clock pulses were also modulated sinc pulses
with the same parameters as the synchronization pulses.
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Fig. 2. Block diagram of the connections between the DSKs used for the
master and slave nodes. Each DSK has a independent local oscillator.

The master node and slave node software was implemented
in C. The local clock tick period at each node was nominally
set to T0 = 4096

16000 sec. A state diagram of the master node
is shown in Fig. 3. On the synchronization pulse channel, the
master node uses non-coherent correlation in the searching
state to detect the presence of a modulated waveform at Ω0.
If a signal is detected, the master node then records samples to
a recording buffer with length slightly longer than the duration
of the expected sync pulse. Once this buffer is full, the master
node then counts the time until a local clock tick occurs
(counting up) and subsequently counts down until the counter
is again equal to zero. By outputting a time-reversed copy

of the recording buffer, the master node effectively echoes
back the sinc pulse from the slave node with synchronization
pulses mirrored around the master node’s local clock tick.
Simultaneously, the master node also maintains a counter
and outputs its local clock pulses on the clock pulse output
channel.

searching

recording

signal

present

bu er

full

counting

up local

clock tick

counting

down

count = 0

time-reversed

playback

playback

complete

Sync pulse channel processing Clock pulse channel processing

pre-compute

clock pulse

bu er

output

clock

pulse

Fig. 3. State diagram for the master node.

A state diagram of the slave node is shown in Fig. 4. The
slave begins by waiting for the appropriate time to transmit a
synchronization pulse to the master. After the synchronization
pulse has been transmitted, the slave then enters the searching
and recording states (with the same functionality as described
previously for the master node). When the recording buffer
is full, the slave estimates the delay of the received signal
according to the procedure in Section III and calculates the
corresponding clock offset. The slave then asserts a flag to
tell the Kalman filter a new observation is available. Simulta-
neously, the slave maintains predictions of the master node’s
clock. These predictions are informed by the clock offset
observations from the timestamp-free synchronization protocol
and account for drift between the master and slave. In each
sampling period, the slave updates its predictions of the master
clock, computes the clock pulse sample based on the predicted
master clock time, and then outputs this synchronized clock
pulse on the clock pulse output channel.

V. EXPERIMENTAL RESULTS

This section summarizes our experimental results in a
“noise-free” over-the-wire setting. Modulated sinc pulses were
transmitted by the slave node to the master node with period
4T0 ≈ 1 sec. A total of 24 tests were conducted with three
different DSKs (labeled A, B, C) serving alternately as the
master and slave nodes. Innovation statistics, drift estimates,
and master/slave clock pulses were recorded in each test. The
results of these tests are summarized below.

A. Innovations Statistics and Drift Estimates

The statistics of the innovations in a Kalman filter provide
a standard method by which the performance of the Kalman
filter can be evaluated in the absence of ground truth. The
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Fig. 4. State diagram for the slave node.

innovations are denoted as ỹ[k] and correspond to the dif-
ference between the predicted clock offset from the Kalman
filter and the new clock offset observation (at the time of the
new clock offset observation). Since, in our experiments, clock
offset observations occur approximately once per second, the
innovations represent the error in the slave node’s predictions
of the master node’s clock approximately one second into the
future.

To analyze the innovation statistics, each master/slave com-
bination, i.e., A/B, B/A, A/C, C/A, B/C and C/B, was tested
by running the timestamp-free synchronization protocol for
approximately five minutes and collecting the final 200 inno-
vations (corresponding to approximately the last 200 seconds
of the test) by pausing the slave node and exporting the in-
novations save buffer to a file. Each master/slave combination
was tested twice in this manner, resulting in a total of 12
innovation recordings. The mean and standard deviation of the
saved innovations for each test are provided in Table I below.
Averaged over all tests (a total of 2400 saved innovations),
the mean innovation was approximately −0.54 ns and the
mean standard deviation was approximately 2.1 ns. These
results suggest that the slave node is able to accurately track
and predict the master node’s clock, at least over one second
intervals, using the timestamp-free protocol.

Table I also provides the drift estimates at the slave node
from the Kalman filter. The estimated drift was obtained by
pausing the slave at the end of each test and noting the Kalman
filter state estimates in the debugger. Note that the estimated
drifts are consistent, e.g., the estimated drift of the A/C tests

TABLE I
SUMMARY OF INNOVATION STATISTICS AND DRIFT ESTIMATES.

M/S Test Number mean[ỹ[k]] std[ỹ[k]] Drift Estim.

A/B 1 -3.1 ns 1.2 ns +6.96 ppm
A/B 2 0.3 ns 3.1 ns +6.89 ppm
B/A 1 0.5 ns 2.6 ns -6.97 ppm
B/A 2 1.2 ns 1.8 ns -6.85 ppm

A/C 1 0.3 ns 1.7 ns +18.52 ppm
A/C 2 -2.9 ns 2.0 ns +18.69 ppm
C/A 1 0.8 ns 1.3 ns -18.47 ppm
C/A 2 -0.3 ns 2.0 ns -18.44 ppm

B/C 1 -0.5 ns 2.3 ns +11.54 ppm
B/C 2 -0.0 ns 2.8 ns +11.52 ppm
C/B 1 -1.6 ns 2.4 ns -11.37 ppm
C/B 2 -0.9 ns 1.8 ns -11.57 ppm

is approximately the sum of the estimated drifts in the A/B
and B/C tests, and reciprocal, e.g., the estimated drift of the
A/B tests is approximately opposite the estimated drift of the
B/A tests.

B. Clock Pulse Synchronization Tests

In addition to collecting innovation statistics and drift esti-
mates, the synchronized clock pulses transmitted on the left
channels by the master and slave nodes were recorded to
a WAV file for analysis of the offsets. To confirm that the
recording equipment was sufficiently accurate for these tests,
a recording equipment accuracy test was first performed by
connecting both the left and right inputs of the recording com-
puter to the left line output of a DSK running the master node
program (without connecting the slave node). In this configura-
tion, the master node simply outputs clock pulses with nominal
period T0 ≈ 0.25 sec. After recording approximately 800
clock pulses, the left and right channels of the resulting WAV
file were processed in Matlab with the maximum likelihood
delay estimator described in Section III. The mean offset and
standard deviation between the estimated delays of the pulses
received on the left and right channels were calculated to be
mean[ε[k]] = 0.028 ns and std[ε[k]] = 0.32 ns, respectively.

Figure 5 shows a histogram of the clock pulse offsets for
the A/B:1 test. In this test, the mean estimated clock offset
was mean[ε[k]] = +36.3 ns and the standard deviation of the
estimated clock offsets was std[ε[k]] = 1.3 ns. Table II sum-
marizes the results from the timestamp-free synchronization
tests in all of the tested configurations. Note that the clock
pulse offset standard deviations are similar to the standard
deviations of the innovations in Table I.

Note that, unlike the innovation statistics, the clock pulse
synchronization tests revealed repeatable mean offsets as large
as 60 ns. These offsets are of the form

mean[ε[k]] ≈ (XM/S − 11) ns
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Fig. 5. Histogram of estimated clock pulse offsets for the A/B:1 test.

TABLE II
SUMMARY OF CLOCK PULSE SYNCHRONIZATION RESULTS.

M/S Test Number mean[ε[k]] std[ε[k]]

A/B 1 +36.3 ns 1.3 ns
A/B 2 +38.8 ns 2.8 ns
B/A 1 -60.4 ns 2.1 ns
B/A 2 -59.6 ns 1.9 ns

A/C 1 +28.3 ns 1.8 ns
A/C 2 +25.3 ns 1.7 ns
C/A 1 -48.4 ns 1.3 ns
C/A 2 -48.5 ns 1.5 ns

B/C 1 -23.3 ns 1.7 ns
B/C 2 -22.4 ns 2.2 ns
C/B 1 +0.4 ns 1.9 ns
C/B 2 +0.8 ns 1.9 ns

TABLE III
SUMMARY OF CLOCK PULSE SYNCHRONIZATION RESULTS WITH

MASTER/SLAVE-SPECIFIC RECIPROCITY CALIBRATION.

M/S Test Number mean[ε[k]] std[ε[k]]

A/B 1 +0.4 ns 2.0 ns
A/B 2 +0.7 ns 2.1 ns
B/A 1 -0.3 ns 2.1 ns
B/A 2 -0.2 ns 2.2 ns

A/C 1 -0.3 ns 1.0 ns
A/C 2 -0.4 ns 1.3 ns
C/A 1 -0.3 ns 2.3 ns
C/A 2 -0.1 ns 1.9 ns

B/C 1 -1.6 ns 1.9 ns
B/C 2 -0.4 ns 3.2 ns
C/B 1 +1.1 ns 1.6 ns
C/B 2 +1.1 ns 1.9 ns

where

XM/S ≈



+48 ns A/B

−48 ns B/A

+37 ns A/C

−37 ns C/A

−11 ns B/C

+11 ns C/B.

Observe that these results are consistent, e.g., XA/B ≈
XA/C + XC/B, and anti-reciprocal, e.g., XA/B ≈ −XB/A.
The anti-reciprocal nature suggests that the offsets are caused
small master/slave-specific non-reciprocities in each test setup.

We performed an additional set of tests with master/slave-
specific “reciprocity calibration”. Specifically, the slave node
implemented a fixed clock shift based on the results in Table II
in each test according to the current master/slave configura-
tion. The results of these tests are summarized in Table III.
These results demonstrate that, with calibration of the non-
reciprocal effects, the timestamp-free synchronization protocol
with audio-frequency signaling can synchronize a pair of
nodes realized by C6713 DSKs to within a few nanoseconds.

VI. CONCLUSIONS

This paper presented a real-time implementation of
timestamp-free synchronization using audio-frequency signal-
ing and Texas Instruments TMS320C6713 DSKs. Experi-
mental results demonstrated that the slave node is able to
predict the clock pulse observations from the master node to
within a few nanoseconds over one second prediction intervals.
Recordings of synchronized master and slave clock pulses
showed that the nodes were able to synchronize to within
a repeatable mean offset of less than 100 ns with standard
deviations of approximately 1-3 ns. By compensating for the
non-reciprocal effects in the system, the mean offsets were
effectively canceled. Synchronization between two DSKs to
within ±4 ns was demonstrated for all tested configurations.

Source code for the master and slave nodes can
be downloaded from https://github.com/anachronism/
Timestamp-Free-Synchronization-For-TMS320C6713-DSK/
tree/master.
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