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Abstract—This paper compares interference alignment and
opportunistic transmission for a 3-user single-input single-output
(SISO) interference channel in terms of average sum rate in the
presence of channel estimation errors. In the case of interference
alignment, channel estimation errors cause interference leakage
which consequently results in a loss of achievable rate. In the case
of opportunistic transmission, channel estimation errorsresult in
a non-zero probability of incorrectly choosing the node with the
best channel. The effect of these impairments is quantified in
terms of the achievable average sum rate of these transmission
techniques. Analysis and numerical examples for independent
and identically distributed fading channels show that SISO
interference alignment can achieve better average sum ratewith
good channel estimates and at high SNR whereas opportunistic
transmission provides better performance at low SNR and/or
when the channel estimates are poor.

Index Terms—Interference alignment, opportunistic transmis-
sion, channel estimation errors

I. I NTRODUCTION

Wireless networks are interference-limited due to the in-
creasing number of users that need to share the spectrum to
achieve the high-rate communication. The problem of achiev-
ing efficient communication in an interference channel has
attracted much research activity in recent years. The growing
demands on wireless networks, for example, 4G networks
including WiMAX and 3GPP Long Term Evolution (LTE), to
support high data rates and high capacity has driven the need
to develop efficient interference management techniques [1],
[2].

Conventional interference management approaches such as
interference avoidance divide the channel resources amongthe
transmitters, e.g. using time division such that only one node
transmits at a time [3]. When the receive nodes can measure
and feedback the channel quality, the transmit nodes can
transmit opportunistically by using the best available channel
at each instant in time [4]. An advantage of opportunistic
transmission is that this technique can be implemented with
moderate computational complexity and only a small amount
of feedback is required from the receive nodes.

Another more recent interference management approach is
to use interference alignment (IA). It is shown in [5] that by

using IA, the capacity of aK-user single-input and single-
output interference channel with frequency selective or time-
varying channel coefficients is

C(SNR) =
K

2
log2(SNR) + o(log2(SNR))

which approaches the Shannon capacity of interference net-
works at high SNR. The main idea of IA is to align the
interference into a reduced dimensional subspace by linear
precoding so that simultaneous communications among many
users over a small signal space can be achieved while keeping
the desired signal separable from the interference [6].

Since both opportunistic transmission and IA require feed-
back, and this feedback is typically based on noisy estimates
and is often coarsely quantized, it is of interest to under-
stand how these systems perform in the presence of channel
estimation or quantization errors. In [7], an opportunistic
transmission scheduling policy is shown to be robust to estima-
tion errors from both stochastic approximation algorithm and
imperfect measurement of channel conditions. Another study
[8] considers a broadcast channel with estimation errors where
the transmit node sends to the user with the highest estimated
SNR but backs off on the transmit rate based on the variance
of the estimation error. The performance of such a scheme
relies heavily on the duration of training period. For IA, the
achievable sum mutual information, as well as upper and lower
bounds are derived in [9] for MIMO interference channels with
imperfect channel knowledge. In [10], the impact of imperfect
channel state information (CSI) and channel correlation is
quantified for MIMO IA. In contrast to this paper which
focuses on SISO interference channels with closed-form IA
precoding solutions, the focus of these studies is on MIMO
interference channels and iterative algorithms for findingIA
precoders.

In this paper, the performance of opportunistic transmis-
sion and IA with channel estimation errors is compared for
a 3-user SISO interference system. A simple opportunistic
transmission strategy is employed where only the transmit-
receive pair with the largest channel magnitude estimate can
communicate at each instant in time. For IA, a closed-form



solution of a suboptimal subspace design [11] is used which
avoids the initialization considerations inherent in iterative
IA algorithms [12], [13]. Our analysis and simulation results
for independent identically fading channels show that IA can
achieve higher average sum rate only at high SNR and with
accurate channel information whereas opportunistic transmis-
sion can provide better performance at low SNR and/or with
relatively bad channel estimates.

The following notations are used in this paper: the upper
case letters denote matrices, lower cases letters denote scalars,
boldface letters denote vectors and(.)† refers to the conjugate
transpose of(.). Table I also lists the abbreviations used in
this paper.

TABLE I
ABBREVIATIONS USED IN THIS PAPER.

Abbreviation Meaning

CSI Channel state information
IA Interference alignment
CJ Joint original Cadambe-Jafar SISO IA solution

from [5] with SHV orthonormalization from [14]
and with perfect CSI

KT Joint improved SISO IA suboptimal subspace
optimization solution from [11] with SHV or-
thonormalization from [14] and with perfect CSI

OT Opportunistic transmission [4] with perfect CSI
RND Random time-division channel access scheme
{CJ,KT,OT}-est average sum rates with channel estimation error

of the corresponding scheme

II. SYSTEM MODEL

We assume a system withK = 3 single-antenna transmitters
and 3 single-antenna receivers where each transmitter wishes
to send messages only to its associated receiver as shown in
Figure 1. Lethkj(t)

i.i.d.
∼ CN (0, I) denote the channel from

transmitterj to receiverk at time t where j, k ∈ {1, 2, 3}.
We assume that all channels are additive and that there is
no intersymbol interference. A coarse level synchronization is
assumed among the transmitters and receivers so that symbols
arrive at the same time at the receivers.

III. O PPORTUNISTICTRANSMISSION

Opportunistic transmission is a simple strategy that can
improve average rate through by selecting the best available
channel for transmission and only using this channel while the
other transmitters remain silent. In the context of the system
model in Section II, this means that only the transmitter with
the maximum|hkk(t)| transmits at timet. Unlike interference
alignment, as discussed in Section IV, opportunistic trans-
mission only requires feedback of three channel states. We
consider a scenario here with only spatial opportunism and no
temporal opportunism. The transmitter with the best channel
to its receiver transmits with fixed powerp in that timeslot.

For all j, k ∈ {1, 2, 3}, we have

f|hkj(t)|(x) =
x

σ2
e

−x2

2σ2 , and

F|hkj(t)|(x) = 1− e−
x2

2σ2
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Fig. 1. A 3-user interference channel.

whereσ2 = 0.5. Letting

λ(t) = max(|h11(t)|, |h22(t)|, |h33(t)|),

we can write the distribution of the best channel as [15]

fλ(t)(x) =
3x

σ2
e−

x2

2σ2

(

1− e−
−x2

2σ2

)2

. (1)

Under our fixed transmit power assumption, the average sum
rate of the opportunistic transmission with perfect CSI can
then be written as

Rave−OT = E
[

log2
(

1 +Kpλ2(t)
)]

(2)

=

+∞
∫

0

fλ(t)(x) log2
(

1 +Kpx2
)

dx. (3)

Note thatRave−OT corresponds to the average sum rate of
opportunistic transmission with perfect CSI.

When CSI is imperfect, there is a non-zero probability
that the transmitter with the best channel is not selected for
transmission. Let̂hkk(t) denote the channel estimates from
transmitterk to receiverk wherek ∈ {1, 2, 3}. Define

k̂ = arg max
k∈{1,2,3}

|ĥkk(t)|

and λ̂(t) = |h
k̂k̂
(t)|. Note thatλ̂(t) ≤ λ(t) for all t. Then

the average sum rate of the opportunistic transmission with
imperfect CSI can be written as

R̂ave−OT−est = E
[

log2

(

1 +Kpλ̂2(t)
)]

. (4)

IV. T HREE-USERSISO INTERFERENCEALIGNMENT

This section describes the symbol extended channel model
used for a 3-user SISO IA scheme, the associated performance
metrics, and a closed-form solution for SISO IA precoding
vectors. It is worth mentioning here that SISO IA requires
feedback of all nine of the channels to all of the transmit-
ters to allow computation of the precoding vectors. Channel



estimation error can result in interference leakage. We also
point out that, unlike opportunistic transmission where the
transmit power was fixed in each timeslot, the IA scheme
described below is based on an average power constraint for
each symbol-extended block transmission.

A. Symbol extended channel model

To provide the required dimensionality for aligning inter-
ference subspaces in the SISO IA context, it is necessary
to consider a symbol extended channel model in which each
transmitter sends a block of precoded symbols over the chan-
nel. LetXj denote theN -symbol extension of the transmitted
symbolxj =

[

xj(t+ 1) · · · xj(t+ lj)
]>

from transmitter
j where lj represents the number of independent streams at
the jth transmitter. It has been shown in [5] that(l1, l2, l3) =
(n+1, n, n) is achievable on theN -symbol extended channel
when N = 2n + 1. The elements ofxj are assumed to be
i.i.d zero mean complex circularly symmetric Gaussian with
variancep, i.e.,xj ∼ CN (0, pIlj ). Hence,Xj can be written
as

Xj = Vjxj =
[

v
[1]
j v

[2]
j · · · v

[lj ]
j

]

xj (5)

whereVj is a N × lj precoding matrix andv[i]
j represents

the ith column of Vj , i ∈ {1, 2, · · · , lj}. Let V †
j Vj = N

lj
Ilj .

Since each transmitter access the channelN times in a block
transmission, the transmit power at transmitterj is constrained
such thatE[‖Xj‖2] = Np.

Since the symbols from each transmitter are transmitted over
N time slots as a “supersymbol”, the extended channelHkj

(note thatHkj is not MIMO channel) is defined as

Hkj :=





hkj(t+ 1) 0 · · · 0
0 hkj(t+ 2) · · · 0
0 0 · · · hkj(t+N)



 (6)

where hkj is a scalar at each channel use andhkj(t) and
hkj(s) are independent for allt 6= s. The received signal
vector at receiverk is then

yk := HkkXk +

K
∑

j 6=k

HkjXj +wk

= HkkVkxk +
K
∑

j 6=k

HkjVjxj +wk (7)

where yk is the N × 1 received signal vector andwk is
the additive white Gaussian noise at receiverk distributed as
wk ∼ CN (0, IN ) at receiverk.

At the receiver side, we assume zero-forcing decoders. Let
Uk be anN × lk matrix whose columns are orthogonal to the
interference signal subspace at thekth receiver. The filtered
received signals can then be written as

zk = U
†
kyk

= U
†
kHkkVkxk +

K
∑

j 6=k

U
†
kHkjVjxj + U

†
kwk. (8)

B. Performance metrics

If perfect knowledge of CSI is assumed at the transmitter
and receiver, the individual sum rate at userk derived with
receivers deploying zero-forcing decoders can be written as

Rk = log2

∣

∣

∣

∣

∣

∣

∣

Ilk + pH̄kkH̄
†
kk





∑

k 6=j

pH̄kjH̄
†
kj + Ilk





−1
∣

∣

∣

∣

∣

∣

∣

whereH̄kj = U
†
kHkjVj , ∀(k, j). The average sum rate with

perfect CSI is then

Rave−IA =
1

N
E

[

K
∑

k=1

Rk

]

.

When CSI is imperfect, we can denote the channel estimate
asĤkj . Then the precoding and decoding matricesV̂j andÛk,
respectively, are computed based on the estimated CSI rather
than the actual CSI. Hence the resulting individual sum rate
will be

R̂k = log2

∣

∣

∣

∣

∣

∣

∣

Ilk+p ˆ̄Hkk
ˆ̄H†
kk





∑

k 6=j

p ˆ̄Hkj
ˆ̄H†
kj + Ilk





−1
∣

∣

∣

∣

∣

∣

∣

(9)

where ˆ̄Hkj = Û
†
kHkj V̂j , ∀(k, j). The corresponding average

sum rate with imperfect CSI is then

R̂ave−IA−est =
1

N
E

[

K
∑

k=1

R̂k

]

.

C. Closed-form solutions for SISO IA

Many algorithms for computing optimal IA precoding ma-
trices are iterative and, since convergence depends on the
initialization, this makes them unattractive when it comesto
studying the performance of IA with imperfect CSI. In this
section, a handful of non-iterative IA algorithms with closed-
form solutions will be discussed and used as a basis for our
comparison with opportunistic transmission in the sequel.

SISO interference alignment withlk streams from transmit-
ter k requires

U
†
kHkjVj = 0 for j 6= k

rank(U †
kHkkVk) = lk. (10)

The first closed-form solution for the precoding vectors in a
3-user SISO interference channel was given in [5] in which
the precoding vectors are defined as

H12V2 = H13V3

H23V3 ≺ H21V1

H32V2 ≺ H31V1











⇒

V1 = A

V2 = (H32)
−1H31C

V3 = (H23)
−1H21B

(11)

where

T : = H12(H21)
−1H23(H32)

−1H31(H13)
−1 (12)

A : =
[

ω Tω · · ·T n
ω
]

N×(n+1)

B : =
[

Tω T 2
ω · · · T n

ω
]

N×n

C : =
[

ω Tω · · · T n−1
ω
]

N×n
.



In [5], ω =
[

1 1 · · · 1
]>

.
Based on this scheme, it is showed in [16] that a global

optimal solution ω̃∗ exists which maximizes the sum rate
while preserving the achievable degrees of freedom. An al-
ternative suboptimal improved subspace design is proposed
in [11] where the suboptimal precoding vector is

Vk(ω) = W (ω)Γk (13)

ω̃i = 3

(

∑

k

γkiγ
†
ki

)−1

whereW̃ := W †W , ω̃i = |ωi|2 which is theith element of
theN×N diagonal matrixW̃ andγki is theith row vector of
matrixΓk (which is defined in [16]). Both CJ and KT schemes
can be further improved by SHV orthonormalization [14].

Figure 2 shows the average sum rate of the combined
CJ/SHV and KT/SHV scheme, denoted as CJ and KT in the
plot respectively, for a 3-user SISO IA withN = 3 at various
SNRs. The degrees of freedom are defined as

Dn =

K
∑

k=1

lk

N
=

3n+ 1

2n+ 1
.

The ideal sum rateDn log2(SNR) is also plotted as reference
whereD1 = 4

3 in this case.
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Fig. 2. Average sum rate of SISO IA techniques for a 3-user interference
channelN = 3 symbol extensions.

V. NUMERICAL RESULTS

In this section, we compare the average sum rates obtained
by the opportunistic transmission and SISO IA schemes with
ZF decoder.

In the first example, a 3-user SISO interference channel
is assumed in the system where each transmitter hasN = 3
symbol extensions. Channel coefficients are drawn temporarily
and spatially i.i.d. from a complex Gaussian distribution,

i.e., hkj(t)
i.i.d.
∼ CN (0, IN ). Independent circularly symmet-

ric complex channel estimation errors denotedwkj(t)
i.i.d.
∼

CN (0, σ2
W ) as are assumed. 1000 channel realizations are

generated and 1000 noise realizations are generated for each
σ2
W value.
As shown in Figure 3 forN = 3, the KT SISO IA scheme

achieves the highest average sum rate as 16.03 bits/sec/Hz
which has a gain of 0.57 bits/sec/Hz over the OT and a
gain of 1.35 bits/sec/Hz over CJ respectively at 40 dB SNR.
When channel estimation error is considered, the average data
rate performance decreases as expected. Compared with KT-
est, OT-est is about 1 bits/sec/Hz worse whenσ2

W ≤ 10−4.
However, the OT-est outperforms KT-est when the channel
estimates get worse. Whenσ2 > 10−4, OT-est starts to
outperform KT-est and is also robust to the bad channel
estimates. Asσ2

W increases, OT-est converges to the RND
scheme which picks a random user to transmit at full power.
The two SISO IA schemes shown in Figure 3 perform worse
than RND whenσ2

W > 0.1.
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Fig. 3. Average sum rate versus channel estimation error variance for 3-user
opportunistic transmission and SISO IA withN = 3 symbol extensions at
40 dB SNR.

Figure 4 shows the same simulation as Figure 3 except
the SNR is now set to 15 dB. Here we see opportunistic
transmission performing better than both SISO IA schemes.
The average sum rate for KT is almost 1.76 bits/sec/Hz worse
than the OT. This gain maintains for the imperfect CSI cases,
i.e., OT-est always at least 1 bits/sec/Hz better than KT-est.
Again, OT-est converges to RND asσ2

W increases.
Figure 5 shows the average sum rate performance for the

3-user SISO IA withN = 5 symbol extensions at 40 dB.
Compared with Figure 3, KT is about 0.45 bits/sec/Hz better
than theN = 3 case and OT-est starts to outperform KT-
est aroundσ2

W = 10−4. The CJ, however, is 1.47 bits/sec/Hz
worse than that in theN = 3 case. Hence increasing the
number of symbol extensionsN does not always improve the
average sum rate performance. Even for the KT scheme, the
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Fig. 4. Average sum rate versus channel estimation error variance for 3-user
opportunistic transmission and SISO IA withN = 3 symbol extensions at
15 dB SNR.

average sum rate will drop whenN is greater than the number
of sources of interference, i.e.K(K − 1).
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Fig. 5. Average sum rate versus channel estimation error variance for 3-user
opportunistic transmission and SISO IA withN = 5 symbol extensions at
40 dB SNR.

In the remaining results, we directly compare the sum
rate of different schemes by varying SNR from 0 to 40 dB
and channel estimation error varianceσ2

W ∈
[

10−6, 1
]

. 1000
channel/noise realizations are performed for each (SNR,σ2

W )
pair. For N = 3 symbol extensions, the difference of the
average sum rate between OT and CJ and OT and KT are
compared in Figure 6 and 7, respectively. A positive contour
indicates that the OT outperforms IA techniques in terms of
average sum rate, whereas a negative contour indicates thatIA
is better. Between the two IA schemes, KT achieves slightly

larger performance advantage area over OT in the regime of
good channel estimates and high SNR, i.e.,σ2

W < 10−4 and
SNR>30 dB. With low SNR and/or poor channel estimates,
i.e., SNR<30 dB and/orσ2

W > 10−4, OT has the best sum rate
performance amongst all schemes considered here. Figure 8
shows the difference of the average sum rate between OT and
KT for the case withN = 5 symbol extensions. As can be
seen, KT has slightly better performance than theN = 3
case at high SNR and in the lowσ2

W regime. Otherwise, the
results are similar to those seen in theN = 3 case. When the
SNR is low or the channel estimates are bad, opportunistic
transmission achieves better sum rate performance than either
SISO IA scheme.
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Fig. 6. The difference of the average sum rate between OT and CJ with
N = 3 symbol extensions.
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VI. CONCLUSION

In this paper, we have compared opportunistic transmission
with a low complexity subspace suboptimal IA technique
based the 3-user SISO IA scheme proposed in [5]. Simulation
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results show that opportunistic transmission outperformsSISO
IA in low SNR conditions and/or when channel estimates are
poor. SISO IA based on [5] or [11] with SHV orthonormaliza-
tion tends to perform better at high SNR with good channel
estimates.
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