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Abstract—This paper considers wireless power transfer with
feedback-based distributed transmit beamforming in a narrow-
band setting where all nodes have independent local oscillators
with stochastic dynamics. The receive node provides periodic
feedback to the transmit nodes to facilitate efficient wireless
power transfer. The optimal feedback rate to maximize the
amount of energy harvested by the receive node per unit of
time is analyzed and a method to numerically calculate the
optimal feedback rate is provided. The results demonstratethat
the efficiency of wireless power transfer can be significantly
improved with feedback-based distributed transmit beamforming
and feedback rate optimization.

Index Terms—wireless power transfer, distributed transmit
beamforming, energy harvesting, oscillator dynamics, synchro-
nization, channel state feedback

I. I NTRODUCTION

Wireless power transfer (WPT) using radio frequency sig-
nals is a technique that facilitates the transmission of electrical
power from a source to a receiver over a wireless link in cases
where interconnecting wires are inconvenient, hazardous,or
not possible [1]–[4]. While prior work has focused primarily
on point-to-point wireless power transfer systems, recentwork
has considered wireless power transfer in the context of
multiple-input single-output (MISO) distributed transmission
systems [5]. The idea is to leverage principles of distributed
transmit beamforming (DTB) developed for wireless com-
munication systems [6]–[9] to improve the efficiency WPT
systems. Specifically, we consider a transmit beamforming
scenario in which two or moreseparatetransmitters control
the phase of their passband transmissions so that the signals
constructively combine at the intended receiver. For a transmit
cluster withM nodes and per-node power constraints, fully-
coherent distributed transmit beamforming results in anM2

power gain on target with respect to single-node transmission
and a factor ofM power gain on target with respect to non-
coherent transmission [10], [11].

The setting considered in this paper and in [5] is illustrated
in Fig. 1. We assume a system withM transmit nodes
and one receive node. Each node in the system is further
assumed to possess an independent local oscillator and a single
isotropic antenna. No exogenous synchronization signals are
available to the transmit nodes, hence the local oscillators
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experience stochastic dynamics and the passband signals from
each transmitter experience phase and frequency drift over
time. The receive node periodically estimates the phases ofthe
forward link channels during short measurement epochs and
provides feedback on the reverse link to facilitate coherent
transmission and passband signal alignment in the forward
link and mitigate the effect of the independent oscillatorsat
the transmit nodes. The receive node is also equipped with
energy harvesting and storage devices which can harvest and
store the energy received via WPT on the forward link for
future utilization.

Fig. 1. System model example withM=5 transmit nodes.

Since periodic feedback improves the beamforming gain but
requires the receivers to expend energy, there is afundamental
tradeoffbetween the feedback period and the efficiency of the
WPT system. One strategy is for the receive nodes to provide
no feedback. In this case, the transmit nodes can not correct
for their channel phases or oscillator dynamics and the receive
nodes can only harvest incoherent power (on average). Another
strategy is for the receive nodes to provide extremely frequent
feedback. In this case, even if the transmit nodes are able to
form a perfectly coherent beam to the receiver, the energy cost
of the feedback may exceed the actual harvested energy and
the net harvested energy may be negative. Intuitively, there
should be an optimal feedback period such that the receivers



can maximize their mean energy harvesting rate.
The prior work in [5] analyzed the optimum feedback

rate under two simplifying assumptions: a simple one-state
model for the stochastic oscillator dynamics and a simple
receive node energy consumption model. This paper extends
and generalizes [5] by analyzing the optimum feedback rate
under a more accurate two-state model [12] for the stochastic
oscillator dynamics and a more accurate receive node energy
consumption model [13] to account for RF amplifier and the
transmission circuitry power. The two-state model incorporates
random walk frequency noise to better characterize long-term
instabilities in the local oscillators and generally results in
significantly higher optimum feedback rates than reported in
[5]. A difficulty caused by the two-state model, however, is that
the optimum feedback rate must be computed numerically. We
develop an efficient search strategy by bounding the feasible
region of the optimization problem. Numerical results are
also provided to demonstrate that the efficiency of wireless
power transfer can be significantly improved with feedback-
based distributed transmit beamforming and feedback rate
optimization.

II. SYSTEM MODEL

We assume the feedback-based (also called “receiver-
coordinated”) protocol as described in [5], [8]. Forward link
transmissions are divided into measurement and beamforming
epochs, repeating periodically with periodTf . The time du-
ration for measurement and beamforming epochs areTm and
Tf − Tm, respectively. During the measurement epoch, the
receiver measures the forward link channels for subsequent
feedback to facilitate distributed coherent transmission. During
the beamforming epoch, the transmit nodes use the feedback
to calculate an appropriate beamforming vector for distributed
coherent transmission to the receiver.

During the measurement epoch, each transmit node sepa-
rately transmits a short sounding signal to facilitate channel
phase estimation at the receive node. Hence, the duration of
the measurement epochTm is proportional to the number
of transmit nodes, i.e.,Tm = MT0, where T0 is a fixed
measurement duration for a single transmit node.

Assuming identical forward link channel gains ofg and
transmitting power per node ofP0, the mean beamforming
power at any prediction timet in a steady-state beamforming
epoch can be expressed as [8]

J̄(Tf , t) = g2P0

(

M2e−σ2

φ(Tf ,t) +M
(

1−e−σ2

φ(Tf ,t)
))

(1)

where σ2
φ(Tf , t) is the steady-state variance of the phase

prediction at timet after a measurement epoch for a given
a frame periodTf . Observe that, forσ2

φ(Tf , t) small, the
mean beamforming power̄J(Tf , t) ≈ g2P0M

2. Forσ2
φ(Tf , t)

large, J̄(Tf , t) ≈ g2P0M . The former case corresponds to
ideal coherent beamforming and the latter case correspondsto
incoherent transmission.

Intuitively, whenTf is large,σ2
φ(Tf , t) is typically large and

the receive node can only harvest non-coherent power. AsTf

decreases,σ2
φ(Tf , t) is typically smaller and the receive node

can harvest increased power due to coherency. This comes
at a cost, however, due to the energy required to provide
more frequent feedback to the transmit cluster. To analyze this
tradeoff, the following section describes the tracking model
used to characterizeσ2

φ(Tf , t).

III. T RACKING MODEL

Adopting the convention that the receive node is node 0,
we define the discrete-time state of theith node’s carrier as
xi[k] := [φi[k], ωi[k]]

T, whereφi[k] andωi[k] corresponds to
the carrier phase and frequency offsets in radians and radians
per second at nodei ∈ {0, · · · ,M}. The state update of the
ith node’s carrier is thenxi[k+1] = F (T )xi[k] +ui[k] with

F [T ] =

[

1 T

0 1

]

where T is an arbitrary sampling period selected to be
small enough to avoid phase aliasing at the largest ex-
pected frequency offsets. The process noise vectoru(i) i.i.d.

∼
N (0,Qi(T )) causes the carrier derived from the local oscil-
lator at the transmit node to deviate from an ideal linear phase
trajectory. The covariance of the discrete-time process noise
is derived from a continuous-time model in [12] as

Qi(T ) = ω2
FT

[

pi + qi
T 2

3 qi
T
2

qi
T
2 qi

]

(2)

whereωF is the forward link common carrier frequency in
radians per second andpi (units of seconds) andqi (units
of Hertz) are the process noise parameters corresponding to
white frequency noise and random walk frequency noise,
respectively, at nodei. We assume that all of the oscillators
have the same process noise parameters, i.e.,pi ≡ p andqi ≡ q

for all i ∈ {0, . . . ,M} for the remainder of the paper.
We denote the phase of theith forward link propagation

channel asψi and assume this quantity to be time invariant.
The pairwise offsetbetween theith transmit node and the
receive node after propagation is defined as

δi[k] = xi[k] +

[

ψi

0

]

− x0[k]. (3)

Therefore, the state update equation can be written as

δi[k + 1] = F (T )δi[k] + ui[k]− u0[k]

= F (T )δi[k] +Gwi[k] (4)

where

G =

[

1 0 −1 0
0 1 0 −1

]

andwi[k] =

[

ui[k]
u0[k]

]

. (5)

Assuming the observations to be short such that the receiver
can only measure the phase offset, the observation of theith

forward link channel at the receiver is then

yi[k] = hδi[k] + vi[k] (6)

whereh = [1, 0] andvi[k]
i.i.d.
∼ N (0, R) is the measurement

noise which is assumed to be spatially and temporally i.i.d..



We assume the pairwise offset states are tracked individu-
ally, i.e., usingM separate two-state Kalman filters. It can be
shown that the system described in (4) and (6) is completely
observable and completely controllable, hence the Kalman
filter steady-state prediction covarianceP (Tf ) ∈ R

2×2 is the
unique positive definite solution of the discrete-time algebraic
Riccati equation (DARE) [14]

P (Tf ) = F (Tf)

[

P (Tf )−
P (Tf)h

ThP (Tf )

hP (Tf )h
T +R

]

FT(Tf )

+Q(Tf ) (7)

where

Q(t) = Gcov {wi[k]}G
T =

[

At+ B
3 t

3 B
2 t

2

B
2 t

2 Bt

]

(8)

with A = 2ω2
Fp andB = 2ω2

F q. Note thatP (Tf) ≻ 0 cor-
responds to the covariance matrix of the steady-state Kalman
filter predictions just prior to a measurement/observation. The
Kalman filter steady-state estimation covariance immediately
after receiving an observation can be expressed as

S(Tf ) = P (Tf )−
P (Tf )h

ThP (Tf )

hP (Tf)h
T +R

. (9)

We denoteŜ(Tf , t) = F (t)S(Tf )F
T(t) and note that the

steady-state prediction covariance at any prediction timet > 0
after an observation can be written asP̂ (Tf , t) = Ŝ(Tf , t) +
Q(t). The steady-state phase prediction variance is then

σ2
φ(Tf , t) = P̂1(Tf , t) = Ŝ1(Tf , t) +Q1(t). (10)

where P̂1(Tf , t), Ŝ1(Tf , t), andQ1(t) denote the (1,1) ele-
ments ofP̂ (Tf , t), Ŝ(Tf , t), andQ(t), respectively.

IV. A NALYSIS

In this section, we provide a method to calculate the
feedback periodTf to maximize the mean energy harvesting
rate (MEHR) at the receiver under steady-state tracking. The
MEHR is defined as

MEHR =
Eh

Tf
=
Eb − Er

Tf
(11)

whereEb is the total average forward link beamforming energy
andEr is the reverse link feedback energy. The total average
beamforming energy obtained by the receive node during a
steady-state period of the protocol is

Eb = η

∫ Tf−Tm

t=Tm

J̄(Tf , t) dt (12)

whereη ∈ (0, 1) is the energy harvesting efficiency. According
to [13], the energy consumption can be modeled as

Er =

[

ζ

µ
Pt + Pc

]

Ton + PtrTtr (13)

where µ is the drain efficiency of the RF amplifier,ζ is
the Peak to Average Ratio,Pt is the power for feedback
transmission,Pc andPtr are the power consumptions of the

transmitter circuitry on active and transient mode, respectively,
andTon andTtr are the durations of the transmitter circuitry
on active and transient mode, respectively. Our goal is to find
the optimal feedback periodT ⋆

f > Tm to maximize (11).

A. Bounding the Feasible Region

In this section, we develop an efficient method to bound the
feasible region for the MEHR maximization Problem into a
closed interval. For notational convenience, we will analyze
the normalized MEHR, defined as

NMEHR =
MEHR

ηg2P0M
. (14)

Since we are interested in frame periods that result in energy
harvesting rates that exceed incoherent energy harvesting, we
can define the set

XNMEHR = {Tf ≥ Tm : NMEHR ≥ 1}. (15)

To facilitate analysis, we consider a functionΦ(Tf ) which is
an upper bound for the NMEHR for allTf ≥ Tm. Hence,
the setXΦ = {Tf ≥ Tm : Φ(Tf ) ≥ 1} is a superset
of XNMEHR, i.e., XNMEHR ⊆ XΦ. If XNMEHR is nonempty,
then it andXΦ must contain the value ofTf resulting in
the globally optimal NMEHR, which is the solution of the
MEHR maximization problem. Conversely, ifXΦ is empty,
then XNMEHR is also empty and the optimal strategy is to
set Tf = ∞ to simply harvest incoherent energy without
feedback. The result is summarized in Proposition 1.

Proposition 1. Define

Ŝ
(0)
1 (Tf , t) = t2

√

AB +
B2

12
T 2
f , and (16)

D =
1

M − 1

(

Tm +
Er

ηg2P0M

)

> 0, and (17)

β =

√

∫

∞

0

e−2Q1(t) dt > 0 (18)

whereQ1(t) is the(1, 1) element of the process noise covari-
ance matrixQ(t). For all Tf ≥ Tm, we have

Φ(Tf ) = 1 +
M − 1

Tf
(βΛ(Tf )−D) ≥ NMEHR (19)

with
Λ(Tf) =

1
(

8
π
Ŝ
(0)
1 (Tf , 1)

)
1

4

(20)

This result implies thatXΦ is either an empty set or a closed
bounded interval[Tm, Tub], whereTub is the solution to

Λ(Tub) =
D

β
. (21)

Due to the monotonicity ofΛ, Tub can be found easily using
a simple bisection search method. If no value ofTub > Tm is
found, then the optimal strategy is to provide no feedback and
to simply harvest incoherent energy. In the following section,
we assumeTub > Tm such thatXΦ = [Tm, Tub] 6= ∅ is a
bounded interval and develop a method to search the maximum
NMEHR overXΦ.



B. Maximizing the MEHR on the Bounded Search Region

Based on the analysis in the prior section, we assume in
this section that we have a closed bounded nonempty interval
XΦ = [Tm, Tub] for the feasible region of the MEHR maxi-
mization problem. One approach to solving one-dimensional
optimization problems like the MEHR maximization problem
is to use the DIRECT algorithm [15]. The DIRECT optimiza-
tion algorithm solves a class ofglobal optimization problems
over closed bounded intervals. Application of the DIRECT
algorithm requires (i) a bounded search region and (ii) the
objective function is continuous or at least continuous in the
neighborhood of a global optimum [15]. In Section IV-A, we
bounded the search region of the optimal frame period by
XΦ. The following proposition establishes that the NMEHR
is a continuous function ofTf on the domain[Tm,∞) and
thus, onXΦ ⊆ [Tm,∞).

Proposition 2. The NMEHR defined in (14) is a continuous
function with respect to the feedback periodTf on the domain
[Tm,∞).

In light of Proposition 2, we can apply the DIRECT al-
gorithm straightforwardly on the closed bounded domainXΦ.
The following section presents numerical results based on the
MEHR-maximzing search strategies developed in this section.
The results show that the optimal frame period can be found
successfully and efficiently using the proposed algorithms.

V. NUMERICAL RESULTS

This section provides numerical results to to demonstrate
the potential for distributed transmit beamforming for wireless
power transfer. Table I lists the parameters of the oscil-
lators and other general parameters for both forward and
reverse links, where OSS and OLS denote “oscillator short-
term stability” and “oscillator long-term stability” parameters,
respectively. The process noise parametersp andq in Table I
are chosen based on typical inexpensive crystal oscillator
parameters [16] and Rakon RFPO45 oven-controlled oscillator
datasheet [17]. Table II and Table III list the particular param-
eters for forward and reverse links, respectively. The power
consumption of transmitter circuitryPc is calculated according
to paper [13], which includes the power consumption of
the mixer, the frequency synthesizer, the digital-to-analog
converter and the filters.

Using a link-budget analysis as in [5], the minimum transmit
power for the receive node sending feedback is−101+60.07+
30 log10(d) − Gr = −19.96 dBm or 1.01 × 10−5 Watts.
We assume the transmit power for the receive node sending
feedback isPt = 2× 10−5 Watts. The time to send feedback
to one transmit node isL

RR
= 5.33 × 10−6 sec. Hence, the

total time to send feedback to all transmit nodes, which is
also the duration of the transmitter circuitry on active mode,
is Ton =M ·5.33×10−6 sec. Based on (13), the total feedback
energy ofEr = (M · 5.33 + 2.50)× 10−7 Joules.

Figure 2 shows the optimal feedback rate (in Hertz) and the
maximum NMEHR versus oscillator parametersp and q for

TABLE I
GENERAL PARAMETERS.

Case Parameter Value Units Meaning

good XO p 2.48× 10
−24 sec OSS

q 7.44× 10
−27 Hertz OLS

poor XO p 6.34× 10−18 sec OSS

q 2.57× 10−23 Hertz OLS

Rakon p 2.31× 10
−21 sec OSS

RPFO45 q 6.80× 10−23 Hertz OLS

d 5 meter link distance

α 3 path loss expo-
nent

η 0.70 energy harvesting
efficiency

TABLE II
PARAMETERS FOR FORWARD LINK.

Parameter Value Units Meaning

ωF 2π × 109 rad/sec forward link carrier frequency

T0 50× 10−6 sec duration of measurement for
single transmit node

P0 1 Watts transmit power for single trans-
mit node

L 32 number of bits per channel
measurement

Gt 6 dBi transmit node’s antenna gains

R 5× 10−10 rad2 measurement noise

small network (M = 2) and large network (M = 100), respec-
tively. It is observed that the optimal feedback rate increases
when either oscillator parameterp or oscillator parameterq
increases. Since in order to achieve the maximum NWMEHR,
the system requires the channel information more frequently to
compensate for the bad channel estimation caused by the poor
oscillator parameters. In all four subplots, we also show dark
blue regions in where no feedback is needed. In these areas,
the system has low-quality oscillators and thus, the increment
of the beamforming power by increasing the feedback rate can
not compensate for the increment of the energy for feedback.

Figure 3 shows the optimal feedback rate (in Hertz) and

TABLE III
PARAMETERS FOR REVERSE LINK.

Parameter Value Units Meaning

ωR 4.8π × 10
9 rad/sec reverse link carrier frequency

BR 10× 106 Hertz reverse link bandwidth

RR 6 Mbps reverse link data rate

Gr 0 dBi receive node’s antenna gains

Pc 0.1 Watts circuitry power on active mode

Ptr 0.05 Watts circuitry power on transient
mode

Ttr 5× 10−6 sec duration on transient mode

ζ 10 dB Peak to Average Ratio

µ 0.35 drain efficiency of RF amplifier
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Fig. 2. Optimal feedback rate (in Hertz) and maximum NMEHR versus
oscillator parametersp andq for small network (M = 2) and large network
(M = 100). The shaded region corresponds to conditions under which
the optimal strategy is to set the optimal feedback rate to zero and harvest
incoherent energy.

maximum MEHR (in milliwatts) versus number of transmit
nodes. We can observe that the optimal feedback rate increases
with the number of transmit nodesM . This is caused by the
fact that the feedback energy is linear withM and the system
needs more frequent feedback to compensate for the feedback
energy consumption. These results also show, as expected,
the maximum MEHR always lies between the coherent power
level and the incoherent power level. The maximum MEHR
gradually deviates from the fully coherent beamforming power
to the incoherent beamforming power with increasing number
of transmit nodes.
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Fig. 3. Optimal feedback rate (in Hertz) and maximum MEHR (inmilliwatts)
versus number of transmit nodes.

VI. CONCLUSION

This paper considers the combination of feedback-based
distributed transmit beamforming and wireless power trans-
fer. The analysis includes a two-state dynamic model for
the oscillator dynamics and a realistic model for receive-
node energy consumption. A method for finding the optimal
feedback rate to maximize the mean energy harvesting rate
is presented. Numerical results demonstrate the method and
show that distributed beamforming can improve the efficiency
of wireless power transfer and energy harvesting.
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